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Abstract 

Policymakers are investigating how to transition to zero emission vehicles (ZEVs) to 

achieve long-term GHG targets.  ZEV adoption is limited by regional and global barriers, 

where reductions in global barriers spill over between regions.  I use an energy-economy 

model to investigate whether a smaller North American region (British Columbia) needs 

its own strong ZEV policy or can instead free-ride off spillovers from policy in other 

jurisdictions (California and other ZEV States) to achieve their GHG target.  I find that 50% 

of new vehicles sold in 2040 and over 90% in 2050 need to be ZEVs, and that these 

adoption levels likely cannot be achieved through free-riding.  Rather, regions likely need 

their own strong ZEV policy alongside other vehicle and fuel policies, even under optimistic 

assumptions about technological progress.  Moreover, regions with strong ZEV policy may 

lower GHG abatement costs 11-48% by convincing other jurisdictions to follow with similar 

policy. 

Keywords:  zero emission vehicle; electric vehicle; LCFS; CAFE standard; climate 
policy; low-carbon technology 
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Chapter 1.  
 
Introduction 

1.1. Zero emission vehicles and long-term greenhouse gas 
reduction targets 

Zero emission vehicles (ZEVs)—which have zero tailpipe emissions—are 

expected to play a critical role in achieving long-term greenhouse gas (GHG) reduction 

targets, i.e. cutting emissions by 80% by 2050 (Kyle and Kim, 2011; Williams et al., 2012).  

ZEVs commonly include three vehicle technologies.  Battery electric vehicles (BEVs) are 

powered solely by electricity.  Plug-in hybrid electric vehicles (PHEVs) are powered by 

electricity for a limited range, then by petroleum or biofuel.  Hydrogen fuel cell vehicles 

(HFCVs) are powered by hydrogen.  In the short-term, studies estimate that ZEVs could 

reduce GHG emissions by 15% to 79% relative to conventional petroleum-fuelled vehicles 

(Axsen et al., 2015; Duvall et al., 2007; Samaras and Meisterling, 2008; Stephan and 

Sullivan, 2008).  These estimates depend on social and technical assumptions, such as 

individual driving patterns (for PHEVs) and a region’s source of electricity (for BEVs and 

PHEVs).  In the long-term, ZEVs offer the potential to achieve 2050 GHG reduction targets 

if regions transition to low carbon electricity systems and suppliers reduce the GHG 

intensity of hydrogen production (NRC, 2013).  

Adoption barriers stem from technology characteristics and consumer preferences 

that can make ZEVs more expensive and less attractive than conventional vehicles.  For 

example, limited driving range makes BEVs less attractive to some drivers accustomed to 

the longer range of conventional vehicles (Franke et al., 2012; Sierzchula et al., 2014).  

Similarly, a perceived or real lack of public electric vehicle charging and hydrogen fuel 

stations can also make these vehicles less attractive (Sierzchula et al., 2014).  The higher 

capital cost (vehicle price) of ZEVs relative to conventional petroleum-fuelled vehicles also 

limits adoption (Egbue and Long, 2012).  Furthermore, drivers have varying needs and 
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preferences for their vehicles, so interest in ZEVs will likely remain low if available vehicle 

models lack diversity (e.g. size, power, cost) (Struben and Sterman, 2008).  This list of 

barriers is not exhaustive, but indicates the kind of financial and non-financial issues that 

must be addressed to significantly increase ZEV adoption.   

Strong, sustained, ZEV-specific policy is likely needed to lower ZEV adoption 

barriers in time to achieve long-term GHG targets (Greene et al., 2014a, 2014b).  Pricing 

GHG emissions, such as through an economy-wide carbon tax, is commonly considered 

by economists to be the most cost-effective way to reduce GHG emissions (Field and 

Olewiler, 2011).  However, some energy researchers argue that such pricing policies 

alone may not provide the market signals necessary to cost-effectively overcome specific 

adoption barriers (Azar and Sandén, 2011; Carrillo-Hermosilla, 2006; Stern, 2007).  

Furthermore, research from British Columbia indicates that citizens may be less opposed 

to climate regulations than taxes (Rhodes et al., 2014).  Rather, policies targeting specific 

adoption barriers may be necessary in combination with policies that specifically target 

GHG emissions (e.g. carbon tax), which may still be the most important single element to 

a cost-effective GHG reduction strategy (Jaffe et al., 2005).  These ZEV-specific policies 

likely need to induce technological advancements in vehicles, increase refuelling 

infrastructure, lower vehicle costs, align market offerings with consumer preferences, and 

increase consumer confidence that ZEVs can satisfy driving needs (Bakker and Farla, 

2014; Gordon et al., 2012). The influence that adoption barriers—and the policies meant 

to overcome them—have on a region’s level of ZEV adoption depends on developments 

occurring both within and outside the region (Lutsey et al., 2015).  For this study, I use the 

terms regional barriers and global barriers.  Regional barriers depend primarily on 

developments within a region, whereas global barriers depend primarily on developments 

that transcend regional boundaries.  For example, two commonly cited adoption barriers 

limiting BEV adoption are limited driving range and a perceived lack of sufficient public 

charging stations (e.g. Sierzchula et al., 2014).  A BEV’s driving range depends on the 

decisions of automakers that design, build, and market vehicles, so I classify limited 

driving range as a global barrier.  I classify public charging infrastructure as a regional 

barrier because the placement and abundance of charging stations depends primarily, 

though not entirely, on decisions made by regional governments and businesses (Lutsey 

et al., 2015).  To significantly increase ZEV adoption, regions may need policies that target 

both regional and global adoption barriers. 
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Because developments outside a region can affect the way consumers experience 

adoption barriers inside a region, regional policymakers have an incentive to free-ride off 

policy in other jurisdictions.  A free-rider problem, occurs whenever a person, government, 

or other actor cannot be excluded from spillover benefits that result from the efforts of 

others (Ostrom, 1992).  This problem can occur for global ZEV adoption barriers.  For 

example, when one region or nation provides R&D funding to advanced automotive 

battery manufacturers, any improvements in battery technology (e.g. reduced costs or 

increased power or energy density) are not just limited to that one region.  Rather, the 

battery improvements spill over into other regions.  These other regions have an incentive 

to maximize the net benefit gained from the battery improvements by minimizing their 

contribution to the R&D funding.  Given the long timelines, high upfront costs, and 

significant uncertainty involved in transitioning to ZEVs (e.g. Fischer and Newell, 2008; 

NRC, 2013), governments that believe they can achieve their long-term GHG target by 

free-riding off ZEV-supporting policy in other jurisdictions have an incentive to do so.  (This 

incentive to free-ride may exist in any situation where a region believes free-riding off 

policy in another region may make achieving policy objectives more cost-effective.)  

Presently, however, it is unclear whether employing such a strategy of free-ridership would 

allow a region to achieve its long-term GHG target—in part because the relative 

importance of global versus regional barriers is unknown.   

This study investigates the importance of regional ZEV policy in achieving long-

term GHG targets and the opportunity for smaller North American regions to free-ride off 

stronger policy in other jurisdictions.  I analyze the case study of British Columbia in the 

context of California’s ZEV mandate—a policy that requires automakers to sell a minimum 

market share of ZEVs in the state—using a simulation model of the North American 

passenger vehicle sector.  The model represents global and regional adoption barriers, 

endogenous technological change, and dynamics in consumer preferences.  I use Monte 

Carlo simulations to account for uncertainty and generate probabilistic estimates of vehicle 

adoption, GHG reductions, and GHG abatement costs.   
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1.2. Categorizing pro-ZEV policies 

Policies that specifically target ZEVs or other alternative fuel vehicles can be 

categorized as demand-focused or supply-focused, both of which may be important to 

overcome the regional and global barriers limiting ZEV adoption (Axsen et al., 2015).  

Demand-focused policies aim to stimulate consumers to buy ZEVs by lowering adoption 

barriers directly, for example by offering a purchase incentive to reduce the price.  

Conversely, supply-focused policies stimulate automakers to increase the availability of 

ZEVs and help develop the ZEV market.  Supply-focused policies, thus, influence 

automakers to take action to lower adoption barriers, for example by reducing the 

purchase price, offering a wider variety of ZEV makes and models for sale, or increasing 

marketing efforts to sell ZEVs.   

Common demand-focused ZEV policies include purchase incentives, information 

campaigns, and investments in refuelling infrastructure (Lutsey et al., 2015).  Monetary 

incentives lower the incremental cost to purchase or own a ZEV relative to conventional 

vehicles.  Examples include subsidies, tax exemptions, and tax credits on both vehicles 

and electric vehicle home charging stations.  Non-monetary incentives provide consumers 

a benefit to ZEV ownership unavailable to other drivers, such as access to bus lanes or 

exemption from systems that limit driving days.  Information campaigns can help 

familiarize consumers with ZEV technology, inform people about local vehicle availability, 

and explain some of the private benefits of ownership.  Finally, perhaps the most common 

demand-focused policies concentrate on building hydrogen fueling stations and electric 

vehicle charging infrastructure.  Governments may build such infrastructure themselves, 

require new developments to install electric vehicle chargers, or incentivize the installation 

of chargers.  Each of these demand-focused policies requires some sort of voluntary 

participation and may need to be combined with regulations or market-based instruments 

to create sufficient pressures to guide industries on a path towards lowering GHG 

emissions to a sustainable level (de Bruijn and Norberg-Bohm, 2001). 

With the exception of research and development support, three supply-focused 

transportation policies in North America may stimulate suppliers to increase ZEV 
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production and take action to lower adoption barriers.1  Two of these policies do not 

explicitly target ZEVs, but have mechanisms that may incentivize ZEV production and 

marketing.  The corporate average fuel economy (CAFE) standards are harmonized GHG 

emission and fuel economy standards have been adopted by both the United States (U.S.) 

and Canada (P.C., 2014).  CAFE requires automakers to both decrease the average GHG 

intensity and increase the average fuel economy of their vehicle fleets (CFR, 2012).  

During the first few years of implementation, CAFE encourages ZEV production by 

counting ZEVs as multiple vehicles in fleet averaging calculations and assuming BEVs 

and HFCVs emit zero emissions.2  The U.S. Environmental Protection Agency projects 

that electric vehicles need to make up about 2% of new vehicle market share in 2025 for 

fleet-wide CAFE compliance (U.S. EPA, 2012a). 

In addition to CAFE, California and British Columbia have enacted low carbon fuel 

standards (LCFS) that require fuel suppliers to reduce the carbon intensity of their fuels 

(CCR, 2010; SBC, 2008).  In California, suppliers can comply with LCFS by purchasing 

credits from producers of electricity and hydrogen, both of which have been deemed to 

meet the carbon intensity requirements through 2020 (CARB, 2011).  British Columbia’s 

LCFS classifies electricity as more than 80% less GHG-intensive than any other fuel (BC 

MEM, 2013).  As such, both regulations encourage electric utilities and hydrogen fuel 

providers to support ZEV deployment (e.g. through investment in fuel infrastructure), 

although any effect will likely be relatively small compared to other ZEV incentives, e.g. in 

the range of one to several hundred dollars per year per BEV (Yang, 2013, p. 61).   

The third supply-focused ZEV policy in North America is California’s ZEV mandate.  

The ZEV mandate requires automakers to sell increasing numbers of ZEVs in the state 

each year or pay fines, effectively forcing automakers to invest in developing the state’s 

 
1 ZEV policies also exist outside North America, but are not discussed here.  For example, 

Norway uses a portfolio of demand-focused policies, including monetary incentives that can 
make BEVs as affordable as conventional vehicles by exempting BEVs from the country’s 
exceptionally high purchase taxes (Hannisdahl et al., 2013; The Nordic Page, 2015).  
Additionally, like CAFE and LCFS, the European Union’s supply-focused carbon dioxide 
emissions standards have mechanisms that may stimulate ZEV supply and marketing (EC, 
2014). 

2 BEVs and HFCVs count as two vehicles beginning in 2017 and phase down to 1.7 vehicles by 
2021.  PHEVs count as 1.6 vehicles in 2017 and phase down to 1.3 by 2021.  All BEVs and 
HFCVs count as zero emissions until 2021.  From 2022 onward a limited number of BEVs and 
HFCVs count as zero emissions, beyond which automakers must account for upstream 
emissions from electricity generation and hydrogen production (U.S. EPA, 2012b). 



6 

ZEV market (Vergis and Mehta, 2012).  I use the ZEV mandate as the central policy in my 

simulations.  The next section provides further background on this policy.   

1.3. The California ZEV mandate 

California policymakers have determined that ZEV supporting policy will play a 

critical role in any strategy that achieves the state’s 2050 GHG reduction target (80% 

below 1990 levels).  Specifically, the California Air Resources Board (CARB) (2009) 

estimates that all new passenger vehicles sold in 2040 must be BEVs or HFCVs, even 

with more fuel efficient vehicles, less GHG intensive fuels, significantly higher biofuel 

availability, and lower vehicle travel demand.  PHEVs play a transition role, but no new 

PHEVs are sold starting in 2040. 

To achieve this level of ZEV adoption, California has implemented both demand- 

and supply-focused ZEV policies as part of a multi-pronged approach to reducing 

passenger vehicle emissions targeting vehicles, fuels, and mobility (Sperling and Eggert, 

2014).  The state is aiming to stimulate vehicle supply and marketing with its ZEV 

mandate, and stimulate consumer demand through the policy instruments included in its 

2013 ZEV Action Plan (California Governor’s Office, 2013).  The ZEV Action Plan includes 

vehicle rebates, investments in refuelling infrastructure, high occupancy vehicle lane 

access, and consumer awareness programs.   

California originally designed the ZEV mandate to reduce smog-forming pollutants 

then expanded it to include GHGs in 2004 (Collantes and Sperling, 2008).  The ZEV 

mandate is a compulsory regulation that puts the onus on automakers to develop the ZEV 

market by requiring them to earn a minimum number of ZEV credits each year (CCR, 

2015).  Individual vehicles are eligible for different number of ZEV credits depending on 

their zero emission range.  For example, as of 2015, a HFCV with a 300 mile (483 km) 

range is worth 4.0 credits, a BEV with a 100 mile (161 km) range is worth 1.5 credits, and 

a PHEV with a 50 mile (80 km) electric range is worth 1.0 credit (Lutsey et al., 2015). 

Automakers who do not earn the minimum required ZEV credits face fines of $5,000 per 

vehicle (Lutsey et al., 2015).  Annual ZEV credit requirements are based on the total 

number of vehicles an automaker makes available for sale in the state.  For example, if 

an automaker produces and delivers for sale 100,000 vehicles in California and the ZEV 
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credit requirement is 5%, the automaker requires 5000 credits to comply.  ZEV credit 

requirements increase each year.  Automakers can acquire credits either by producing 

and delivering ZEVs for sale in California, or purchasing excess ZEV credits from other 

automakers whose production and delivery of ZEVs enabled them to exceed the minimum 

ZEV credits required.  The mandate is also designed to favour increasing numbers of 

BEVs and HFCVs over time by decreasing the proportion of ZEV credits that automakers 

can earn with PHEVs.  With support from the ZEV mandate, BEVs and PHEVs are 

expected to constitute approximately 15% of California’s new vehicle sales in 2025 (Lutsey 

et al., 2015). 

In 2013, nine other states adopted California’s ZEV mandate under Section 177 of 

the Clean Air Act (U.S. EPA, 2015), including Connecticut, Maine, Maryland, 

Massachusetts, New Jersey, New York, Oregon, Rhode Island, and Vermont.  With 

California, these “ZEV States” represent approximately 25% of the U.S. passenger vehicle 

market (Center for Climate and Energy Solutions, 2013).  Currently, automakers can earn 

credits in any state covered by the ZEV mandate and use them to comply with credit 

requirements in any other ZEV State (e.g. ZEVs sold in California count towards 

requirements in Massachusetts) (Voelcker, 2015).  Starting in 2018, however, provisions 

in the mandate will compel automakers to meet ZEV credit requirements in each ZEV 

State individually (e.g. ZEVs sold in California will only count towards requirements in 

California).   

In 2014, despite having just 12% of the U.S. population, more than half of U.S. 

electric vehicle sales occurred in California (Cobb, 2015).3  New vehicle market share in 

California was 3.3% compared to 0.73% in the U.S. as a whole (IHS Automotive, 2015).  

California ranked higher than any other U.S. state and only Norway and the Netherlands 

achieved higher market shares when the sub-national California is compared to national 

regions (Lutsey et al., 2015).  An analysis of four automaker strategies in response to the 

ZEV mandate found that vehicle suppliers have shifted from more defensive political 

strategies to more proactive strategies involving technological innovation and efforts to 

shape, and even support, the mandate (Wesseling et al., 2015).   Automakers also tend 

to market and sell a wider variety of models in California than in other regions; for example, 

four of the five cities with the most BEV and PHEV models available are located in 

 
3 HFCVs are not yet being sold in large numbers anywhere. 
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California (Lutsey, 2015), which could mean that consumers in those regions are more 

likely to find a ZEV that they are interested in purchasing.  The wider variety of vehicle 

models may be one reason California electric vehicle sales are higher than projected ZEV 

mandate requirements through 2016 (Lutsey et al., 2015). 

Potential critiques of the ZEV mandate focus on economic efficiency and political 

acceptability.  The main critique has been that forcing automakers to produce certain 

vehicle technologies is less cost-effective than directly taxing or regulating GHG emissions 

(Dixon et al., 2002; Ferrara, 2007).  Cost-effectiveness is a common critique of policies 

that focus on specific technologies (e.g. Jaffe et al., 2005; Nordhaus, 2011), but has been 

challenged by others that argue technology-specific policies are needed to stimulate long-

term innovation activities and to overcome adoption barriers and the path-dependence of 

incumbent technologies (Azar and Sandén, 2011).  A lack of cost-effectiveness was also 

cited as a major criticism by auto and oil companies that lobbied against the ZEV mandate 

when it was originally enacted (Brown, 2001) and filed lawsuits when an updated version 

of the mandate took effect in 2002 (O’Dell, 2002).  Although automaker resistance to the 

ZEV mandate has decreased over time (Wesseling et al., 2015), industry resistance may 

still affect the political acceptability of a policy that forces sales of alternative fuel vehicles.  

For example, in September 2015 California’s Governor cited oil industry lobbying as a key 

reason for the defeat of a bill that would have required a 50% reduction in petroleum use 

in vehicles (Senate Bill 350) (Siders and White, 2015).  Still, in the context of needing 

strong policy to reduce GHG emissions, research out of British Columbia indicates that 

citizens may be less opposed to climate regulation than taxes (e.g. California’s ZEV 

mandate over Norway’s exceptionally high taxes on conventional vehicles or a high carbon 

tax) (Rhodes et al., 2014).  Despite the potential for industry opposition and critiques about 

the cost-effectiveness of the ZEV mandate, California strengthened the mandate in 2012 

and extended it to 2025, and nine other U.S. states  adopted the mandate since then 

(Sperling and Eggert, 2014).   

1.4. Other studies that have modelled the ZEV mandate 

Research focused on achieving California’s long-term GHG targets has 

consistently found that the ZEV mandate plays a critical role.  Three studies have used a 

combination of GHG inventory models and optimization models that seek to identify 
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abatement pathways that minimize abatement costs.  Wei et al. (2013) found that 

achieving the state’s overall 2050 GHG target requires at least 94% of passenger vehicles 

to be BEVs and PHEVs  (the authors excluded HFCVs due to multiple challenges posed 

by hydrogen distribution, storage, fuel cell technology, and cost).  Yang et al. (2015) found 

that, barring advances in biofuels and carbon capture and storage technology, 

approximately 90% of passenger vehicles must be BEVs and HFCVs by 2050, with the 

remaining 10% being PHEVs.  Greenblatt (2015) modeled three policy scenarios across 

multiple sectors to explore what level of GHG reductions can be achieved through 

previously proposed California climate policies.  Even the most stringent set of policies 

achieved only a median of 59% GHG reductions (target = 80%).  In this scenario, 60% of 

the passenger vehicle fleet is ZEVs by 2050, indicating that a higher share of ZEVs may 

be needed.  Of these studies, only Yang et al. (2015) simulated consumer behaviour and 

adoption barriers, and none represented dynamics in technology or consumer 

preferences, nor considered spillovers to other regions without a ZEV mandate.   

An analysis of automaker strategies to comply with the ZEV mandate suggests 

that the mandate may effectively stimulate automaker participation in ZEV marketing 

efforts.  Walther et al. (2010) used a simulation model to examine automaker strategies to 

comply simultaneously with two of California’s passenger vehicle policies between 2009 

and 2021: the ZEV mandate and low emission vehicle regulations.  In the study, the ZEV 

mandate requires automakers to earn ZEV credits equal to 16% of their vehicle sales 

starting in 2018.  Automakers are modeled as wanting to sell vehicles by selecting what 

types and how many vehicles to supply in four vehicle segments (defined by size and 

weight) based on policy requirements, production costs, and consumer demand.  

Conventional vehicle costs increase with fuel efficiency improvements while ZEV costs 

are based on the type of ZEV and battery range, where vehicles worth more ZEV credits 

cost more.  Consumers are modeled to purchase vehicles based on price, driving range, 

and refuelling station availability.  To avoid ZEV mandate fines, Walther et al. found that 

automakers must focus on lowering adoption barriers across a wide variety of potential 

purchasers by marketing a variety of ZEVs, especially BEVs worth more credits, in all 

vehicle segments as early as possible, even while demand is still low.   

Two studies by Greene et al. (2014a, 2014b) investigated ZEV transition policy 

scenarios using LAVE-Trans, a consumer choice model of the U.S. passenger vehicle 
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sector that was also used in the U.S. National Research Council’s study Transitions to 

Alternative Vehicles and Fuels (NRC, 2013).  Consumers in LAVE-Trans purchase 

vehicles based on price and a set of adoption barriers representing diversity, majority, 

public fuel and recharge station availability, range, refuelling time (for HFCVs), and range 

anxiety (for BEVs).  Greene et al. split the model into two regions—the ZEV States and 

the rest of the U.S.—in part to account for the effects of regional spillovers that affect 

vehicle prices and adoption barriers.  The principal scenario in both studies features a set 

of “plausible” ZEV policies involving a combination of ZEV mandates, vehicle subsidies, 

and fuel infrastructure installations at a combined stringency necessary to reduce GHGs 

80% by 2050 (2014b, p. 36).4  Even with a California LCFS and U.S. CAFE standard until 

2050, Greene et al. (2014a, 2014b) found that ZEVs play a critical role in achieving the 

2050 GHG target, that strong policies targeting vehicles and fuels are likely needed to 

overcome adoption barriers, and that the transition yields net economic benefits.  The 

authors find that by 2050, 75% of new vehicle sales must be ZEVs; if the ZEV transition 

policies are removed, the “very significant” CAFE and LCFS policies (2014b, p. 44) 

achieve only 55% GHG emissions reductions (target = 80%).   

Greene et al. (2014a) briefly discuss the results of a Global Market scenario that, 

like my present study, was designed to see how much regional spillovers from 

international ZEV sales would assist the transition to ZEVs in the ZEV States.  In this 

scenario, ZEV States end their ZEV mandate in 2025, the rest of the U.S. does not 

transition to ZEVs, and an exogenous international region increases ZEV new vehicle 

market share to 20% by 2030 and 50% by 2050.  The authors found that international 

sales trigger scale economies and learning by doing that lower ZEV prices in the ZEV 

States, but do not create the diversity of choice or regional refuelling infrastructure 

required to lower non-financial adoption barriers.  ZEV new vehicle market share in the 

ZEV States reaches 45% by 2035 and 65% by 2050, but this is not enough for California 

to reach its 2050 GHG target.   

 
4 Specific stringencies are not provided. 
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1.5. Research approach and objectives 

This study investigates whether smaller North American regions can achieve long-

term GHG targets by free-riding off stronger ZEV policy in other jurisdictions or whether 

such regions require their own strong ZEV policy.  I use a vehicle choice model of the 

North American passenger vehicle sector (modeling the U.S. and Canada) to explore a 

case study of British Columbia in the context of the ZEV States’ ZEV mandate.  The model 

is designed to account for separate regional and global adoption barriers and simulate the 

effects of regional spillovers.  I include scenarios with corporate average fuel economy 

(CAFE) standard and low carbon fuel standard (LCFS) policies to evaluate the need for 

ZEVs when other GHG-focused transportation policies are present.  I simulate two CAFE 

and LCFS stringencies, both of which are stronger than what is currently in place.  All 

policy scenarios also include steadily increasing carbon tax. 

In the mid-2000s, the British Columbia government of that period established itself 

as a leader in climate action.  Although it has a carbon tax currently frozen at $30 per 

tonne of carbon dioxide equivalent, the province may need to consider policies specifically 

designed to increase ZEV adoption as a complement to this tax in achieving its 2050 GHG 

target of an 80% reduction below 2007 emission levels (SBC, 2007).  Switching from 

conventional to electric vehicles offers substantial and immediate GHG reduction 

opportunities due to the province’s low carbon electricity system.  British Columbia’s Clean 

Energy Act ensures this GHG reduction opportunity will continue (SBC, 2010).  

Furthermore, low electricity rates and high gasoline prices compared to other North 

American cities offer high potential fuel cost savings for drivers (Axsen et al., 2015).  As 

of 2016, British Columbia has a portfolio of demand-focused ZEV policies in place.  These 

include rebates for vehicles and residential chargers, information campaigns, and 

investments in public charging infrastructure (New Car Dealers of BC, 2015).  British 

Columbia also passed the legislation required to enact a ZEV mandate, but has not yet 

implemented it (BC MOE, 2008).  Like California, British Columbia vehicles are regulated 

by a federal CAFE standard while the province regulates fuel GHG emissions with a LCFS 

(P.C., 2014; SBC, 2008).  Despite these policies and the opportunity for fuel cost savings, 

ZEV adoption has been low compared to other regions with strong climate policy.  Since 
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2011, California has sold seven times as many electric vehicles per capita as British 

Columbia (California Plug-In Electric Vehicle Collaborative, 2015; Stevens, 2015).5   

I use a vehicle choice model of the North American passenger vehicle sector to 

investigate the need for strong ZEV policy in British Columbia.  My model borrows 

functions from the passenger vehicle sector of the CIMS energy economy model (see for 

details: Bataille et al., 2006; Hourcade et al., 2006; Jaccard, 2009).  CIMS has been used 

to evaluate climate policies across all energy using sectors (e.g. Jaccard et al., 2004, 

2003; Mundaca et al., 2010; Murphy and Jaccard, 2011), with some recent research has 

focused on the passenger vehicle sector (Fox, 2013).  Consumers are simulated to make 

vehicle choices based on financial and intangible costs according to a market share 

equation.  Intangible costs represent the non-financial adoption barriers that limit 

consumer interest in new vehicle technologies.  I run a series of policy simulations and 

analyze the resulting ZEV adoption, GHG emissions, and the cost-effectiveness of GHG 

reductions.  Given the uncertainties inherent in modelling long-term technological change, 

I use Monte Carlo analysis to generate probabilistic outputs.  Two key model features 

allow me to account for how one region’s ZEV policy may affect ZEV adoption both within 

and outside that region.  The first is the ability to endogenously simulate changes in 

technology and consumer preferences, which is achieved through two functions in the 

model.  The declining capital cost function approximates economies of scale, learning by 

doing, and investments in research and development.  As adoption of a vehicle technology 

increases, the declining capital cost function drives down its capital costs across all 

regions simultaneously.  The declining intangible cost function represents the “neighbour 

effect,” whereby consumer preferences for a technology increase as its new vehicle 

market share increases (Axsen et al., 2009; Mau et al., 2008).  The neighbour effect is 

driven by increased credibility, changes in social concerns, the spread of information about 

user experiences, education and marketing, shifts in cultural norms, and the need some 

technologies have for complementary infrastructure (Norton et al., 1998; van der Vooren 

et al., 2012; Yang and Allenby, 2003). 

The second key model feature is the representation of regional and global adoption 

barriers through separate regional and global intangible cost parameters.  Regional 

 
5 Cumulative electric vehicle sales as of June 2015: BC = 2370, California = 142,069.   

Population as of 2014: BC = 4.631 million, California = 38.8 million. 
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intangible costs in the model are unique to each region (e.g. representing availability of 

public charging infrastructure), whereas global intangible costs are the same across all 

regions (e.g. representing increased vehicle electric driving range or improvements in 

other metrics of battery performance).  Through the declining intangible cost function, 

regional intangible costs decline as a technology’s regional market share increases, and 

global intangible costs decline as a technology’s total market share increases across all 

regions.  As a result, governments have the opportunity to free-ride off ZEV policy in other 

regions.  For example, a pro-ZEV policy in California will increase BEV market share in 

that state, which increases overall BEV market share across all regions.  This, in turn, 

decreases global BEV intangible costs in all regions and may thus increase BEV market 

share in regions other than California.  The same process applies to the others ZEVs as 

well (PHEVs and HFCVs). 

In summary, my research objectives are as follows: 

1. Simulate the spillover effects of California's ZEV mandate in a small North 
American region (the case of British Columbia).   

2. Determine if British Columbia needs strong ZEV policy to achieve its 2050 
GHG target.  

3. Analyze how the cost-effectiveness of GHG reductions in British Columbia is 
affected by increasing levels of ZEV adoption in other jurisdictions.   

I assume that British Columbia must achieve an 80% GHG emissions reduction in 

the passenger vehicle sector to achieve its economy-wide GHG target of 80% below 2007 

levels by 2050.  The actual emissions reductions that are needed from passenger vehicles 

could be higher or lower, depending in particular on the cost-effectiveness of GHG 

reductions in the passenger vehicle sector compared to other sectors. 
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Chapter 2.  
 
Methods 

2.1. Model overview 

To pursue my research objectives, I simulate policy scenarios using an Excel-

based vehicle choice model of the North American passenger vehicle sector.  The model 

is adapted from the CIMS energy economy model and calibrated to the Reference Case 

of the U.S Energy Information Administration’s (EIA) Annual Energy Outlook 2014 

(AEO2014) (U.S. EIA, 2014).  I calibrated the model by adjusting vehicle technology 

capital and intangible costs until my model’s to align with the AEO2014 Reference Case’s 

tailpipe GHG emissions, vehicle technology market shares, and total vehicle demand 

(measured in vehicle kilometres travelled, VKT).  The model simulates the composition, 

costs, and GHG impacts of the passenger vehicle sector in five year periods between 

2005 and 2050.  During each period, a heterogeneous consumer market determines the 

market shares of a set of vehicle technologies.  Consumers choose vehicle technologies 

to purchase based on relative financial and intangible costs.  As introduced in section 1.5, 

intangible costs represent the influence that non-financial adoption barriers have on 

consumer purchase decisions.  As a simulation progresses, emerging technologies can 

become more attractive through endogenous functions that drive down capital and 

intangible costs.  Table 1 provides an overview of the model inputs, outputs, and key 

functions. 

I make four modifications to the conventional CIMS model architecture that help 

me achieve my research objectives.  First, I split the model into four interdependent 

regions.  Second, I used the @Risk add-on for Excel and the Monte Carlo method to 

explicitly account for uncertainty in my input parameters.  I detail both of these 

modifications in the next two paragraphs.  Third, I separated intangible costs into regional 

and global components to better account for the fact that adoption barriers are affected by 

developments occurring both within and outside a given region (see section 2.4).  Finally, 

I expanded the declining capital cost function to more explicitly account for vehicle demand 

growth and potential ZEV sales outside North America see section 2.3).  In focusing my 

model on one sector of CIMS, I replace CIMS’ endogenous fuel supply sector with 
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exogenous price and GHG intensity schedules (see section 2.7).  I discuss this and other 

methods limitations in section 4.6. 

The model is composed of four interdependent regionsBritish Columbia, the Rest 

of Canada, the ZEV States (California, Connecticut, Maine, Maryland, Massachusetts, 

New Jersey, New York, Oregon, Rhode Island, and Vermont and the Rest of the United 

States (U.S.).  Capital costs decline based on a technology’s cumulative vehicle 

production from all regions (described in section 2.3), and each region experiences the 

capital cost declines simultaneously.  Intangible costs decline based on a technology’s 

market share.  Regional intangible costs decline as the technology’s regional market share 

increases and are thus unique to each region.  Global intangible costs decline as the 

technology’s market share across all four regions increases and are shared by all regions.  

As such, the capital and intangible costs facing a region’s consumers depend on 

developments both within and outside the region.  Larger regions will have a larger impact 

on capital and global intangible cost declines.  Table 1 summarizes the relative market 

size of each region.   

As noted in other recent ZEV modelling studies, projecting long-term technological 

change and market responses to new technologies involves a high degree of uncertainty 

(e.g. Greene et al., 2014a, 2014b).  Quantifying this uncertainty can help policymakers 

understand potential challenges in facilitating a transition to sustainable vehicles and fuels 

(Bastani et al., 2012), including identifying the variables to which GHG reductions and ZEV 

adoption are most sensitive.  For this study, I quantify uncertainty using Monte Carlo 

analysis.  Monte Carlo analysis involves assigning probability distributions to all uncertain 

input parameters and running each simulation through multiple iterations (Morgan and 

Henrion, 1990).  During each iteration, the model randomly selects a value for each 

uncertain input based on its probability distribution.  I ran each simulation through 1000 

iterations, resulting in probability distributions for each output comprised of 1000 data 

points.  I then conducted sensitivity analysis to identify which inputs have the largest 

impact on my results.  This sort of analysis helps provide insight into what variables and 

assumptions affect the key model outputs, but does not address all uncertainty in the 

model because, for example, there is still uncertainty regarding the characteristics of the 

Monte Carlo distributions I assign. 
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Table 1  Overview of the model 

Exogenous inputs Key functions Outputs 

Vehicle kilometers travelled (VKT) 
demand growth rate 

Vehicle financial and intangible costs 

Regional-global intangible cost split 

Vehicle fuel efficiency attributes 

Vehicle retirement rates 

Energy/fuel prices 

Energy/fuel GHG emissions factors 

Declining capital cost parameters 

Declining intangible cost parameters 

Purchase behaviour parameters  

Vehicle and VKT demand elasticities 

Policies 

Monte Carlo uncertainty distributions 

Market share competition 

Declining capital cost function 

Declining intangible cost function 

Vehicle and VKT demand feedback 
functions (policy scenarios only) 

Vehicle technology 
market shares and 
total stock 

Well-to-wheel GHG 
emissions 

Abatement costs 

Regional proportion of North American (U.S. and 
Canada) passenger vehicle demand market 

British Columbia: 0.7% 

ZEV States: 23.2% 

Rest of Canada: 6.5% 

Rest of the United States: 69.6% 

2.2. Vehicle technology market share competition 

Total passenger vehicle demand is based on an exogenous VKT forecast from 

AEO2014 (U.S. EIA, 2014).  To account for uncertainty in this forecast, I assign a Monte 

Carlo uncertainty distribution to annual VKT demand growth (Table 2) and allow VKT 

demand to fluctuate for a given region based on historical demand.  For example, 

Canada’s VKT demand varies between 6% and 8% of U.S. VKT demand in any given 

period.  This allows me to capture the effects of regional differences in VKT demand 

growth that can occur naturally or as a result of differences in regional transportation 

policies (e.g. increased public transit). 

Seven vehicle technologies—gasoline, diesel, ethanol, hybrid electric vehicle 

(HEV), plug-in hybrid electric vehicle (PHEV), battery electric vehicle (BEV), and hydrogen 

fuel cell vehicle (HFCV)—compete to satisfy projected VKT demand in two markets.  First, 

VKT demand is satisfied by an existing vehicle stock.  The existing vehicle stock includes 

vehicles that were purchased in earlier periods of a simulation and have not yet been 

retired.  Vehicles are retired according to U.S. National Highway Traffic Safety 

Administration rates: 10% after 5 years, 35% after 10 years, 70% after 15 years, and 100% 

after 20 years (Lu, 2006).  Once the existing vehicle stock has satisfied as much of a 
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period’s total VKT demand as it can, passenger vehicle technologies compete for a share 

of the new vehicle market.   

New vehicle market share is determined by a heterogeneous consumer market 

that purchases vehicles according to a market share competition: 

𝑀𝑆𝑗 =  
𝐿𝐶𝐶𝑗

−𝑣

∑ {𝐿𝐶𝐶𝐾
−𝑣}𝐾

𝑘=1
  (Equation 1) 

Equation 1 allocates new vehicle market share based on each technology’s lifecycle costs 

(LCCj) compared to the lifecycle costs of all available technologies (LCCK).  I describe 

lifecycle costs in the paragraph below.  A behavioural parameter termed market 

heterogeneity (v) defines the degree to which consumers perceive varying lifecycle costs 

for the same technology.  A higher v leads the technology with the lowest lifecycle cost to 

capture a higher market share, whereas a lower v reduces the importance of differences 

in lifecycle costs and allocates market share more evenly among competing technologies 

(Bataille et al., 2006).  A more detailed overview of the market heterogeneity parameter 

can be found in Rivers and Jaccard (2005). 

A vehicle’s lifecycle cost includes all financial and intangible costs expected over 

anticipated lifespan of the vehicle: 

𝐿𝐶𝐶𝑗 =  [(𝐶𝐶𝑗 + 𝑖𝑗) ∗   
𝑟

1 − (1+ 𝑟)
−𝑛𝑗

+ 𝑀𝐶𝑗 + 𝐸𝐶𝑗]  (Equation 2) 

The lifecycle cost of a technology (LCCj) includes its upfront capital cost (CCj), upfront 

intangible cost (ij), annual maintenance cost (MCj), and annual energy cost (ECj).  

Equation 2 annualizes upfront capital and intangible costs to spread them over the 

anticipated life of the vehicle (nj = 15 years) according to a private discount rate (r).  The 

private discount rate (Table 2) is a behavioural parameter that determines how consumers 

perceive future costs (Train, 1985).  The higher the value of r, the more consumers value 

near-term costs and benefits over future costs and benefits.   

To better understand how market share is allocated between vehicle technologies, 

consider the example of consumers choosing between a gasoline vehicle and a BEV.  In 

this case, the BEV has lower fuel costs, but has higher capital and intangible costs, and 
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overall will have a higher lifecycle cost the gasoline vehicle.  As such, consumers buy 

more gasoline vehicles than BEVs.  The more costly BEV still receives some market share 

due to the influence of the market heterogeneity parameter (e.g. where some segment of 

consumers may be less cost sensitive and have uniquely high valuation of a BEV).  As 

BEV production and sales increase, the model’s declining cost functions will cause BEV 

capital and intangible costs to decline (as described in sections 2.2 and 2.3).  As such, the 

incremental price premium to purchase a BEV (relative to a conventional gasoline vehicle) 

will decrease and BEVs will become more attractive to a larger number of consumers.   

Table 2  Vehicle demand parameters 

Vehicle demand 
parameters 

Source 

Uniform Uncertainty 
Distribution 

Minimum Maximum 

VKT annual growth rate U.S. EIA, 2014 0.75% 1.05% 

Private discount rate (r) Axsen et al., 2009; 
Horne et al., 2005; 
Mau et al., 2008 

21.5% 28.5% 

Market heterogeneity (v) 7 13 

2.3. Declining capital costs: endogenous technological 
change 

The model represents endogenous technological change through a declining 

capital cost function.  Capital costs decline for four of the emerging technologiesHEVs, 

PHEVs, BEVs, and HFCVsas the production of each technology increases:  

𝐶𝐶𝑗(𝑡) =  𝐶𝐶𝑗(𝑡0) (
𝑁𝑗(𝑡)

𝑁𝑗(𝑡0)
)

log2 𝑃𝑅𝑗

   (Equation 3) 

Each emerging technology’s capital cost (CCj) declines based on its progress ratio (PRj) 

until the technology reaches maturity (defined by a minimum capital cost) (Jaccard, 2009).  

The progress ratio defines the rate at which capital costs decline every time a technology’s 

cumulative production (Nj) doubles (Nj in time t vs. Nj in time t0).  I take progress ratios 

from recent empirical estimates of vehicle cost declines (Nykvist and Nilsson, 2015; Weiss 

et al., 2012).  The progress ratios capture multiple technological change processes, 

including learning by doing, whereby firms achieve cost reductions as they gain production 

experience, economies of scale, whereby firms achieve cost reductions as a result of 
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moving to larger scale production, and research and development.  Table 3 summarizes 

each vehicle’s capital cost values and the progress ratios of emerging technologies.  As 

in previous CIMS-based modelling studies, I group HEVs, PHEVs, and BEVs into a 

technology class of “battery vehicles” and set the capital costs of each of them to decline 

based on the cumulative production of all of them (e.g. Fox, 2013). 

Table 3  Vehicle technology capital cost (CC) parameters 

Vehicle 
tech. 

Initial CC in 2005 
(CAD2005)* 

CC at 
maturity 

(% of initial) 

Progress 
ratio 

Exogenous 
annual CC 

decline 
rate*** 

Example total CC 
in Reference Case 

min.** max. min. max. min. max. min. max. 2015 2020 

Gasoline $5800 - - - - - - $31783 $31783 

Diesel $8480 $10880 - - - - - - $35663 $35663 

Ethanol $4800 $7200 - - - - - - $31983 $31983 

HEV $18005 $20405 22% 42% 0.89 0.97 0.0% 1.0% $42301 $40519 

PHEV $41025 $43425 12% 32% 0.85 0.93 0.5% 1.5% $57844 $52183 

BEV $45593 $47993 10% 14% 0.83 0.91 0.5% 1.5% $60065 $53226 

HFCV $180300 $182700 4% 10% 0.72 0.88 2.5% 7.5% $134654 $83074 

*Vehicle body costs are the same for all vehicle technologies and remain static throughout the simulation 
period.  Body costs have a normal uncertainty distribution with a mean value of $25983 and a standard 
deviation of $1000. 
**Parameters are assigned uniform uncertainty distributions with the minimum and maximum values in the 
table. 
***The exogenous annual capital cost decline rate determines the decline in capital cost that occurs over 
time for a vehicle technology regardless of cumulative production. 
Sources:  
Initial CC and CC at maturity: Based on sources used to populate the full CIMS model and adjusted in 
calibrating the reference case to AEO2014: Bandivadekar et al., 2008; EU Powertrain Coalition and 
McKinsey & Company, 2010; Kalhammer et al., 2007; Kromer and Heywood, 2007; Offer et al., 2010; U.S. 
EIA, 2014 
Progress ratios for HEV, PHEV, and BEV: Nykvist and Nilsson, 2015; Weiss et al., 2012 
Progress ratio for HFCV: IEA, 2007; Schoots et al., 2010 
Exogenous annual CC decline: Bandivadekar et al., 2008; EU Powertrain Coalition and McKinsey & 
Company, 2010; Kalhammer et al., 2007; Kromer and Heywood, 2007; NRC, 2013; Offer et al., 2010 

To account for the effects of ZEV adoption outside the model’s four regions, I use 

a cumulative production parameter (Nj) that includes vehicle sales in both North America 

and the rest of the world (measured in VKT).  I took each vehicle’s initial production(Nj in 

time t0, 2005) for North America from the Fox (2013) and used the values to calculate 

initial ZEV production in the rest of the world.  Approximately 60% of global ZEV sales 
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through 2014 occurred outside North America (ZSW, 2015), with the remaining 40% in 

North America. 

𝑁𝑗 =  𝑁𝑁𝐴𝑗 +  𝑁𝑅𝑜𝑊𝑗   (Equation 4) 

During each simulation period, the North American production of each vehicle technology 

(NNAj) is endogenously determined based on sales allocated by the model’s market share 

competition (Equation 1).  The model then calculates sales (i.e. production) of each vehicle 

technology in the rest of the world (NRoWj) based on two assumptions.  First, I assume total 

VKT demand grows 5% faster in the rest of the world than in North America (based on 

Dargay et al., 2007).  Second, I use an uncertainty distribution to determine ZEV 

production (equal to sales) in the rest of the world based on the growth of ZEV production 

in North America.  I thus assume that the stringency of ZEV policies globally will be 

positively correlated with the stringency of the overall ZEV policies implemented in North 

America in a given policy simulation.  I assign a uniform uncertainty distribution that grows 

ZEV production in the rest of the world at 80% to 120% of the rate ZEV production grows 

in North America.  Thus, for example, if North American BEV production grows 10% in 

one period, the model uses the Monte Carlo method to run 1000 iterations where ZEV 

production in the rest of the world grow by 8% to 12%.   

2.4. Declining intangible costs: shifts in adoption barriers 
and consumer preferences 

Intangible costs represent non-financial adoption barriers that affect, or limit, 

consumer interest in purchasing a vehicle technology.  Intangible costs are estimates of 

consumer perceptions and preferences regarding the quality, reliability, availability, and 

social desirability of new technologies.  These estimates have been derived through 

revealed and stated preference methods that seek to quantify the effect of these consumer 

perceptions and preferences on purchase decisions (Axsen et al., 2009; Rivers and 

Jaccard, 2006).  A vehicle technology’s intangible cost (ij) consists of a fixed (iFj) and 

variable (iVj) portion.  Fixed intangible costs represent observed patterns in consumer 

preferences that seem to be permanent despite the widespread availability of a given 

technology (e.g. North American consumers’ preference for gasoline over diesel vehicles).  

Variable intangible costs represent non-financial adoption barriers that decline as a 
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technology becomes more widespread, i.e. as its market share increases.  This process 

is captured in a declining intangible cost function. 

The declining intangible cost function is based on the “neighbour effect”, in which 

an increase in the prevalence of a given technology causes a reduction in the influence of 

non-financial adoption barriers (Axsen et al., 2009; Mau et al., 2008): 

𝑖𝑉𝑗(𝑡) =  
𝑖𝑉𝑗(𝑡0)

1 + 𝐴𝑒
𝑘∗𝑀𝑆𝑗(𝑡−1)   (Equation 5) 

Where the variable intangible cost (iVj) of a given technology in time t depends on its initial 

variable intangible cost (iVj in time t0), its market share in the previous period (MSj in time 

t-1), and two behavioural parameters (A and k).  A and k have fixed values that define the 

shape of the intangible cost curve and the rate at which intangible costs decline from an 

increase in market share, respectively (A = 0.0065 and k = 40) (Axsen et al., 2009; Mau 

et al., 2008). In my model, all vehicle technologies except gasoline vehicles experience 

intangible cost declines.  Similar to the declining capital cost function, I group BEVs and 

PHEVs into a technology class, where the intangible cost of one vehicle technology 

depends partially on market share increases achieved by the other.  As with the declining 

capital cost function, variable intangible costs decline until the vehicles reach maturity, as 

represented by a minimum variable intangible cost parameter.  Table 4 summarizes the 

intangible cost parameter values for each vehicle technology.  I based these values on 

studies that use and develop empirical methods to estimate intangible cost parameter 

values for the full CIMS model (Axsen et al., 2009; Horne et al., 2005; Mau et al., 2008). 
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Table 4  Vehicle technology intangible cost (i) parameters 

Vehicle 
technology 

Fixed i 
(CAD2005) 

Initial variable i in 
2005 (CAD2005) 

Variable i at maturity  
(% of initial) 

min.* max. min. max. min. max. 

Gasoline -$2500 - - - - 

Diesel $2900 $4100 $4840 $6040 10% 20% 

Ethanol -$150 $1050 $150 $1350 16% 26% 

HEV -$600 $600 $5275 $6475 0% 10% 

PHEV -$100 $1100 $12900 $14100 0% 12% 

BEV $250 $1450 $14400 $15600 0% 12% 

HFCV $1350 $2250 $26900 $28900 0% 12% 
*Parameters are assigned uniform uncertainty distributions with the minimum and maximum 
values in the table.   
Sources:  
Based on sources used to populate the full CIMS model and adjusted in calibrating the reference 
case to AEO2014: Axsen et al., 2009; Horne et al., 2005; Mau et al., 2008; U.S. EIA, 2014 

Recall from section 1.1 that the influence that adoption barriers have on a region’s 

level of ZEV adoption depends on developments occurring both within and outside the 

region (Lutsey et al., 2015).  Therefore, as introduced in section 1.5, I split variable 

intangible costs into regional and global components and incorporated a unique declining 

intangible cost function for each component.  In each declining intangible cost function, I 

replace the generic iVj and MSj parameters in Equation 5 with their respective regional or 

global parameters.  As such, a vehicle technology’s regional intangible cost declines as 

its regional market share increases, whereas its global intangible cost declines as its 

market share increases across all four regions.  A vehicle technology’s global intangible 

cost will always be the same for all regions, whereas its regional intangible cost will be 

unique to each region.  Thus, for example, total BEV intangible costs in British Columbia 

will be the sum of a fixed component, a global variable component that is the same across 

all regions, and a regional variable component that is unique to British Columbia, and thus 

completely dependent on adoption levels in the province. 

For each declining intangible cost function to work, I needed to determine how to 

split initial variable intangible costs (iVj in time t0) into regional and global components.  I 

discuss the literature review process I undertook to accomplish that in the following 

section. 
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2.5. The regional-global intangible cost split 

To determine the regional-global split to apply to initial variable intangible costs, I 

reviewed modelling and survey-based studies that have quantified the effect non-financial 

adoption barriers have on vehicle purchase decisions.  Table A.1 in the Appendix lists the 

studies I reviewed and parameters each study includes.   

My literature review involved two stages.  In the first stage, I started by determining 

which non-financial factors to include and classified each factor based on whether its 

impact on purchase decisions depends more on developments within or outside a region.  

I included all factors from modelling studies and factors found to have a statistically 

significant influence on purchase decisions from survey-based studies.  I classified each 

factor along a regional-global continuum based on how they were discussed in this and 

other literature, as well as my own personal judgment.  Figure 1 presents an abstract 

version of the resulting continuum with components grouped according to their general 

position.  For example, I placed range anxiety close to the midpoint of the continuum 

because it depends on both battery range and the availability of public charging stations.  

The positioning is subjective by nature, and simplifies the complexity of these various 

barriers.  Range anxiety will also be affected by things like word of mouth and the 

experiences and perspectives of people and organizations a consumer trusts.  However, 

this sort of simplification was necessary to stay within the scope of this novel modelling 

exercise.  As discussed at the end of this section, I use Monte Carlo simulations to better 

understand how different variables and my assumptions affect my key results.   

Figure 1  Regional-global intangible cost continuum 

 

Note: The intangible cost components listed on this continuum are based on the literature summarized in 
Table A.1 in the Appendix. 
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The second stage of my literature review involved quantifying the relative influence 

that each non-financial factor has on purchase decisions.  Each study I reviewed includes 

a different set of non-financial factors, and the same factors influence purchase decisions 

differently in different modelling studies (e.g. by defining the vehicle choice set versus by 

increasing the cost of vehicles in the choice set).  As such, I did not take specific 

quantitative values from any study.  Rather, I again placed each factor from each study 

along a continuum based on its influence on purchase decisions relative to other factors 

in the study.  The same factor could be classified in multiple ways based on how they were 

treated in different studies; for example, in comparing 17 studies, battery range had a 

‘small’ influence in five studies, a ‘medium-large’ influence in five other studies, and a 

variety of other levels of influence in the remaining seven studies.  I ultimately positioned 

each factor on the continuum according to its average classification and the ways it was 

discussed in each study.  Again, this process required personal judgment. 

Combining the results of the two stages described above, I arrived at an intangible 

cost split of 50% regional and 50% global.  However, as noted in some of the studies I 

reviewed, our current capacity to quantify the types of factors I include in intangible costs 

is still limited (e.g. Greene et al., 2014a).  Researchers report that it is difficult to 

disentangle consumer preferences into discrete attributes (Axsen et al., 2009; van der 

Vooren and Brouillat, 2013).  Additionally, consumers have different and dynamic 

perspectives and values regarding features like charge time and driving range (Bočkarjova 

et al., 2014).  Given the high degree of uncertainty in my novel approach and these 

parameters in general, I assigned the 50/50 split a 15% standard deviation for use in my 

Monte Carlo simulations.  As such, 68% of iterations involve variable intangible costs 

being weighted between 35% regional, 65% global and 65% regional, 35% global.  

Furthermore, I conduct sensitivity analyses to better understand how my main results are 

affected by the full range of possible intangible cost splits–from 100% regional to 100% 

global. 

2.6. Feedback effects 

Simulating policies in my model can cause changes to prices and fuel efficiencies 

that affect the costs consumers experience relative to the reference case.  In response to 

these changes in costs (C), consumers are expected to adjust their level of VKT demand 



25 

(D), which in the market for new vehicles is translated to vehicle demand.  If costs 

increase, demand is expected to decrease, and vice versa.  The change in demand 

depends on an elasticity parameter (e) that defines how sensitive consumers are to 

changes in cost.  For every 1% increase in average costs, we expect an e% decrease in 

demand, and vice versa.  Elasticity equations act on both of the model’s markets: the 

market for new vehicles and the market for VKT from existing vehicles.  I use the following 

equation: 

𝐷𝑃𝑂𝐿(𝑡) =  𝐷𝑅𝐸𝐹(𝑡)  ×  𝑒 ×  
(∑ 𝐶𝑗𝑅𝐸𝐹 𝑥 𝑀𝑆𝑗𝑅𝐸𝐹− ∑ 𝐶𝑗𝑃𝑂𝐿 𝑥 𝑀𝑆𝑗𝑃𝑂𝐿)

∑ 𝐶𝑗𝑅𝐸𝐹 𝑥 𝑀𝑆𝑗𝑅𝐸𝐹
    (Equation 6) 

Using Equation 6, demand in the policy scenario (DPOL) is the product of demand in the 

reference case (DREF), the elasticity parameter (e), and the percentage change in average 

cost per VKT in each market.   

In the market for new vehicles, consumers respond to changes in capital costs.  

The elasticity parameter has a uniform uncertainty distribution between -0.5 and -0.6, 

based on vehicle price elasticities found for passenger vehicle travel in the United 

Kingdom in 2010 (Fouquet, 2012).  Therefore, for every 1% increase in the average capital 

cost of new vehicles, the demand for new vehicles will decrease by 0.5% to 0.6%.   

In the market for VKT from existing vehicles, consumers respond to changes in the 

cost of driving, i.e. energy and maintenance costs.  Including energy costs means this 

equation captures the rebound effect, whereby drivers may increase VKT demand as 

increases in fuel efficiency decrease energy costs (Hymel et al., 2010).  The elasticity in 

this market has a uniform uncertainty distribution between -0.15 and -0.25, based on fuel 

price elasticities found for passenger vehicle travel in the United States up to 2001 (Small 

and Van Dender, 2007).  Therefore, a 1% increase in average driving costs in a policy 

scenario leads to a 0.15% to 0.25% decrease in VKT demand from existing vehicles (this 

does not affect new vehicle demand). 

2.7. Energy price and GHG assumptions 

The model includes five fuels: gasoline, diesel, ethanol, hydrogen, and electricity.  

Each fuel is defined by a set of exogenous price and GHG intensity schedules.  This 



26 

means that fuel prices are predetermined, and are not affected by changes in fuel demand 

(i.e. the model is not a full equilibrium model).  As described below, these schedules 

interacts with other model parameters to determine energy costs and GHG emissions 

during each model period. 

Energy costs in each period are a product of vehicle fuel efficiency, VKT demand, 

and energy prices.  Vehicle fuel efficiency depends on a region’s corporate average fuel 

economy (CAFE) standard, which I describe in section 2.9.  I assume all vehicle 

technologies satisfy 20,000 km of VKT demand each year.  Gasoline, diesel, and ethanol 

price schedules are based on NRC’s (2013) forecasts to 2050, while hydrogen prices were 

taken from a previous CIMS-based ZEV modelling study (Fox, 2013).  I assigned a normal 

uncertainty distribution with a standard deviation of 20% to future gasoline, diesel, ethanol, 

and hydrogen prices to capture the effect of future energy price fluctuations.   Gasoline, 

diesel, and ethanol prices are unique to each region, but the relative prices between 

regions are linked in stochastic Monte Carlo relationships.  For example, gasoline is 

always approximately 7% more expensive in British Columbia than the Rest of Canada.  

If the price of gasoline increases by 10% in the Rest of Canada, it also increases by 10% 

in British Columbia, and gasoline remains approximately 7% more expensive in British 

Columbia than in the Rest of Canada.  This process accounts for the fact that fuel prices 

differ between regions, but price fluctuations are primarily driven by global energy markets.  

Regional price relationships are based on historical price data.6  Hydrogen fuel has a 

limited price history so I assume prices are the same in all regions.  In British Columbia, a 

carbon tax increases the price of any fuels that result in GHG emissions. 

Electricity prices are unique to each region and depend on whether the region 

follows a low carbon electricity path or not.  These two price trajectories are based on the 

price trajectories used in NRC’s (2013) reference case and low carbon electricity price 

scenarios. I assume British Columbia remains on a low carbon trajectory, starting at BC 

Hydro’s 2015 rate (Province of British Columbia, 2014).  I assign future electricity prices a 

normal uncertainty distribution with a standard deviation of 10%.  Table 5 presents British 

Columbia’s mean fuel price schedule for each fuel. 

 
6 Historical price data comes from the U.S. Energy Information Administration, U.S. Department 

of Energy’s Alternative Fuels Data Center, Natural Resources Canada, and GasBuddy.com. 
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Table 5  Mean fuel price schedule for British Columbia (CAD2005/GJ) 

Fuel 

Mean Fuel Price Standard 
Deviation 

(% of mean price) 2015 2020 2025 2030 2035 2040 2045 2050 

Gasoline 37.17 40.94 43.22 44.80 45.69 46.37 46.76 46.76 20% 

Diesel 30.40 30.40 35.94 39.59 41.79 43.31 44.18 44.83 20% 

Ethanol 54.68 54.68 61.92 69.16 71.74 74.32 76.90 76.90 20% 

Hydrogen 55.59 46.64 45.19 42.68 42.68 42.68 42.68 42.68 20% 

Electricity 24.91 24.91 24.91 26.16 27.40 28.65 29.89 31.14 10% 

Sources:  
Gasoline, Diesel, and Ethanol: NRC, 2013 
Hydrogen: Fox, 2013 
Electricity: Starting based on Province of British Columbia, 2014 and following the low carbon trajectory from 
NRC, 2013 

A vehicle’s GHG emissions depends on its fuel efficiency and the well-to-wheel 

GHG intensity of the fuel or fuels it uses.  I track well-to-wheel (WTW) GHG emissions to 

capture the GHGs emitted in the process of producing a fuel and transporting it to the 

point at which is enters a vehicle for consumption.  Electricity and hydrogen have zero 

tailpipe GHG emissions, but can have high WTW GHG emissions if their fuel is produced 

with high carbon energy sources.  WTW emissions thus provide a more realistic 

assessment of the GHG impacts of shifting to ZEVs.  With the exception of electricity, the 

WTW GHG intensity of each fuel in the model depends on whether a region has 

implemented a low carbon fuel standard (LCFS) and at what stringency (described 

alongside other policies in section 2.9).  The WTW GHG intensity of a region’s electricity 

depends on whether it follows a reference or low carbon case. 7  I assume British Columbia 

stays on a low carbon trajectory based on the Province’s Clean Energy Act (SBC, 2010).   

The well-to-wheel GHG intensity (based on LCFS stringency) and fuel efficiency (based 

on CAFE standard stringency) schedules for each fuel and vehicle are included in the 

Appendix.  

 
7 The WTW GHG intensity of electricity can be affected by the LCFS, but in this case is assumed 

to follow a low carbon trajectory that brings the GHG intensity below the level required by the 
LCFS. 
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2.8. Calculating abatement costs 

Each time I run a policy simulation, the model calculates the abatement cost of any 

GHG reductions achieved by the policy relative to a reference case.  I report GHG 

abatement costs using a cost-effectiveness value calculated as the cost per tonne of WTW 

GHG emissions reduced over an entire simulation (CAD2015 per tonne carbon dioxide 

equivalent, tCO2e).  The higher the cost-effectiveness value, the less cost-effective the 

policies are at reducing GHG emissions, and vice versa.  I use the three abatement cost 

measures described below.  The abatement cost measures account for private costs only 

(i.e. those experienced directly by drivers), and do not account for public costs or benefits 

(e.g. from reduced air pollution). 

The first cost measure includes only financial costs.  Financial costs account for 

differences in consumer spending on lifecycle capital, energy, and maintenance costs 

between the policy simulation and reference case in each period.  Any future energy and 

maintenance costs are discounted to the current period using a social discount rate of 5% 

(Peters, 2006), which represents society’s perception of future costs (Small, 2012).  From 

an economic perspective, the financial cost measure assumes technologies that provide 

the same energy service are perceived by consumers as perfect substitutes (Hourcade et 

al., 2006; Jaccard, 2009; Murphy and Jaccard, 2011).  As a result, the financial cost 

measure tends to underestimate the costs consumers experience as a result of a policy. 

The perceived cost measure is designed to better capture consumer behaviour 

patterns that result because of consumer perceptions that technologies are imperfect 

substitutes for one another (Murphy and Jaccard, 2011).  In addition to capital, 

maintenance, and energy costs, the perceived cost measure includes intangible costs.  

Where the financial cost measure uses a 5% social discount rate to represent the value 

of future costs to society, the perceived cost measure discounts future costs using a higher 

private discount rate of 25% that represents the value of future costs to individuals (see 

Table 1 for Monte Carlo distributions).  A more detailed overview of the perceived cost 

calculations can be found in Peters (2006) or Fox (2013).  Where the financial measure 

tends to underestimate abatement costs, the perceived cost measure tends to 

overestimate abatement costs.  The perceived cost measure overestimates costs because 

it assumes that consumer choices in the reference case are optimal, and therefore any 

deviation from the reference case decreases consumer welfare.  In doing so, the 
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perceived cost measure ignores research that shows regulations can increase consumer 

welfare (Moxnes, 2004) and that people’s technology preferences can change over time 

(Duke and Kammen, 1999). 

The third abatement cost measure is designed to account for the influence of 

consumer perceptions missing from the financial cost measure, while not overstating the 

optimality of consumers’ choices in the reference case, as is done with the perceived cost 

measure.  I call this measure CIMS midpoint costs.  The model calculates the CIMS 

midpoint cost measure using a weighting factor (w) to find a midpoint between the financial 

and perceived cost measures:    

𝐶𝐼𝑀𝑆 𝑀𝑖𝑑𝑝𝑜𝑖𝑛𝑡 𝐶𝑜𝑠𝑡𝑠 = 𝐹𝑖𝑛𝑎𝑛𝑐𝑖𝑎𝑙 𝐶𝑜𝑠𝑡𝑠 + ((𝑃𝑒𝑟𝑐𝑒𝑖𝑣𝑒𝑑 𝐶𝑜𝑠𝑡𝑠 − 𝐹𝑖𝑛𝑎𝑛𝑐𝑖𝑎𝑙 𝐶𝑜𝑠𝑡𝑠) ∗ 𝑤)   

  (Equation 7) 

I assign w a uniform Monte Carlo uncertainty distribution between 0.7 and 0.8.  This value 

is based on the judgment in Fox (2013) that approximately 25% of perceived costs are the 

product of market failures and bounded rationality.  Fox (2013) note that the weighting 

factor value lacks a strong empirical base, so I present the financial and perceived cost 

measures in addition to CIMS midpoint costs.  Once calculated for each period, all 

abatement cost measures are discounted to CAD2015 using the social discount rate of 

5%. 

2.9. Policy simulations and assumptions 

I simulated a reference case and a series of policy scenarios designed to help me 

achieve my three research objectives.  My reference case is intended to approximate the 

current policy environment and is calibrated to AEO2014’s Reference Case (U.S. EIA, 

2014).  I calibrated the model based on tailpipe GHG emissions, vehicle technology 

market shares, and total VKT demand in the U.S. regions.  I achieved calibration by 

making small adjustments to my capital and intangible cost parameters.   
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The policy scenarios I simulated for each objective were designed to build on the 

primary results of the simulations run for the previous objective.  I analyzed each 

simulation by focusing on a combination of three outputs: 

 ZEV adoption: This is equal to the total new vehicle market share of BEVs, 

PHEVs, and HFCVs. 

 WTW GHG reductions: I assume emissions must decline 80% by 2050 in the 

passenger vehicle sector for British Columbia to achieve its overall GHG target 

(80% reductions relative to 2007) (SBC, 2007). 

 Abatement costs: These are calculated using the three cost-effectiveness 

measures described in section 2.8. 

I simulate five different policies in various combinations to achieve my objectives: a ZEV 

mandate, the vehicle fuel efficiency standard, fuel GHG intensity standard, a carbon tax, 

and vehicle purchase subsidies.  Table 6 provides a summary of each policy simulation 

and the reference case.   

The ZEV mandate in this study requires ZEVs to reach a minimum percentage of 

new vehicle market share in each period according to one of three stringency schedules 

(Table 7).  The market share requirement can be met by any combination of BEVs, 

PHEVs, and HFCVs.  The reference case scenario is similar to California’s existing 

mandate, except that California’s mandate forces increasing numbers of BEVs and 

HFCVs over time by decreasing the market share requirement that can be met by PHEVs 

(CCR, 2015). 

British Columbia also implements a carbon tax in each scenario.  In the reference 

case, the carbon tax is kept frozen at its current level of $30 per tonne carbon dioxide 

equivalent (Table 7).  For policy simulations, I assume British Columbia’s carbon tax 

steadily rises to reach $118 per tonne by 2050.  No other regions implement a carbon tax. 
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Table 6  Overview of simulations for each research objective 

Scenario Description of simulations and analyses 

Reference 
case 

All regions implement a reference case CAFE standard until 2025, while British Columbia 
and the ZEV States implement a reference case LCFS until 2020.  British Columbia 
maintains its $30 carbon tax on fossil fuel combustion until 2050 (BC MOF, 2015).  I 
assume the ZEV States maintain the reference case ZEV mandate at the 2025 stringency 
until 2050.  I analyze ZEV adoption and WTW GHG reductions relative to the 2050 target. 

Objective 1 

I run two simulations where the ZEV States increase the stringency of their ZEV mandate; 
first to medium stringency, then to high stringency.  All other policies remain in the 
reference case scenario.  For both simulations, I analyze how ZEV adoption and GHG 
reductions in British Columbia change in response to the resulting increases in ZEV 
adoption in the ZEV States.   

Objective 2 

I run a series of simulations to estimate the probability that British Columbia can achieve 
its 2050 GHG target without stronger ZEV policies.  British Columbia implements two 
CAFE and LCFS policy packages; first at medium stringency, then at high stringency.  
Both packages also include a higher carbon tax and $5000 purchase subsidy on ZEVs 
until 2020.  The ZEV States maintain their high stringency ZEV mandate from Objective 1.  
For each package, I determine what percentage of iterations achieve the 2050 GHG 
target.  If the policy package does not hit the GHG target in 80% of the Monte Carlo 
iterations, I determine the stringency of the additional ZEV mandate British Columbia 
would need to implement to have an 80% chance of achieving its 2050 GHG target.  

Objective 3 

Building on Objective 2, British Columbia maintains the medium stringency CAFE and 
LCFS package with the ZEV mandate required to have an 80% change of achieving its 
2050 GHG target.  The ZEV States maintain a high stringency ZEV mandate.  I calculate 
the cost-effectiveness of achieved GHG reductions.  Then, I run additional simulations to 
investigate how the cost-effectiveness of GHG reductions in British Columbia changes as 
other regions adopt ZEV mandates.  The other regions implement medium stringency ZEV 
mandates as follows: the Rest of Canada in 2020, the rest of North America in 2020, the 
Rest of Canada in 2025, and the rest of North America in 2025.  The ZEV mandates in 
these regions start at the stringency they would have started at in 2015 and increase at 
the rate shown in Table 7. 

 

Table 7  ZEV mandate and British Columbia carbon tax stringencies 

Policy Stringency 2015 2020 2025 2030 2035 2040 2045 2050 

ZEV mandate 

minimum  
new vehicle 
market share 

Reference case  3% 7% 15.5% 15.5% 15.5% 15.5% 15.5% 15.5% 

Medium 3% 12% 20% 25% 35% 45% 55% 65% 

High 3% 14% 25% 30% 40% 60% 80% 100% 

Carbon tax 

$/tCO2e 

(CAD2005) 

Reference case $30 $30 $30 $30 $30 $30 $30 $30 

Policy packages $30 $43 $55 $68 $80 $93 $105 $118 
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Two other policies play an especially important role in the simulations: the 

corporate average fuel economy (CAFE) standard and the low carbon fuel standard 

(LCFS).  CAFE requires automakers to decrease the average GHG intensity and increase 

the average fuel economy of their vehicle fleets (CFR, 2012), LCFS requires fuel suppliers 

to reduce the carbon intensity of their fuels (CCR, 2010; SBC, 2008).  I represent both 

policies using exogenous technological improvements and shadow prices.  For CAFE, the 

fuel economy of each vehicle technology improves while a shadow price increases the 

capital cost of all vehicles based on their relative fuel efficiency ($/GJ/km).  The shadow 

price makes less fuel efficient vehicles more costly and thus less attractive to consumers.  

For LCFS, the WTW GHG intensity of each fuel decreases while a shadow price adds a 

surcharge to fuels based on their relative WTW GHG intensity ($/tCO2e/GJ).  The shadow 

price increases the cost of more polluting fuels.  I determined the shadow prices by 

calibrating the policies to AEO2014’s Extended Policies case (U.S. EIA, 2014). 

I simulate three CAFE and LCFS policy stringencies (summarized in Tables A.2 

and A.3 in the Appendix).  The reference case stringencies replicate North America’s 

existing policy situation (as modelled in U.S. EIA, 2014).  CAFE is implemented across 

North America until it sunsets in 2025, while LCFS is implemented in British Columbia and 

the ZEV States until 2020.8  The medium and high stringency scenarios are based on the 

U.S. National Research Council’s Transitions to Alternative Vehicles and Fuels report 

(NRC, 2013).  In both scenarios, CAFE and LCFS are extended to 2050.  The medium 

stringency policies are based on NRC’s midrange projections and assumptions.  The 

medium CAFE requires “ambitious but reasonable” improvements in rolling resistance, 

aerodynamic drag, and mass reduction (NRC, 2013, p. 3).  The medium LCFS requires 

large reductions in petroleum use with comparative increases in drop-in biofuels, as well 

as some carbon capture and storage for hydrogen production.  The high stringency 

policies are based on NRC’s optimistic projections and a related ZEV modelling study that 

uses the same model and similar assumptions (Greene et al., 2014a).  The high CAFE 

requires “breakthrough” technological advancements that NRC estimates have a 20% 

chance of occurring before 2050 (2013, p. 374).  The high LCFS requires gasoline to be 

replaced with biomass-derived synthetic gasoline, and carbon capture and storage on 

 
8 Because California is combined into a single region with the other ZEV States, I cannot target 

LCFS to only California.  Therefore, simulated fuel GHG intensities are lower in the other ZEV 
States than in reality.  This does not have significant effects on my analysis because I am 
focused on GHG emissions in BC. 
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hydrogen production to expand significantly by 2030 (Greene et al., 2014a, p. 69).  Both 

LCFS stringencies require electricity that is 80% less GHG intensive than today. 
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Chapter 3.  
 
Results 

I present the results of my policy scenario simulations in the three sections below.  

Each section is dedicated to a research objective.  Recall that the simulations for each 

objective build on the results of the simulations in the previous objective. 

Before investigating my policy scenarios, I ran a reference case simulation to 

understand the potential for ZEV adoption and GHG reductions in British Columbia under 

the province’s current policy package (the reference case).  Recall that the reference case 

policies for British Columbia include the North American corporate average fuel economy 

(CAFE) standard (ends in 2025, aligned with AEO2014’s Reference Case), a low carbon 

fuel standard (LCFS) (ends in 2020, aligned with AEO2014’s Reference Case), and the 

BC carbon tax frozen at $30/tonne.  The ZEV States in the model have a ZEV mandate in 

place that mimics the current ZEV mandate, which I assume stays at its 2025 stringency 

level until 2050.   

In the reference case, ZEV adoption in British Columbia remains low.  In 2050, the 

new vehicle market share of ZEVs reaches a median level of 4.5% (50% of values were 

between 2.4% and 7.4%).  The probability distribution of ZEV market shares resulting from 

the Monte Carlo iterations is presented on the left of Figure 2 below.  Well-to-wheel (WTW) 

GHG emissions in the passenger vehicle sector decline until approximately 2035 and then 

begin to increase (Figure 3).  This increase occurs because CAFE ends in 2025 and LCFS 

ends in 2020.  As a result, the GHG intensity of the active passenger vehicle stock steadily 

rises as vehicles that were covered by the two policies are replaced by vehicles that are 

not.  By 2050, WTW GHG emissions decline by a median of 29% (50% of values were 

between 23% and 35%) from 2007 levels, far from the province’s 80% target.  The Monte 

Carlo distribution of WTW GHG reductions is presented on the left of Figure 3 below. 
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3.1. Objective 1: The effect of spillovers from the ZEV 
States’ ZEV mandate on British Columbia 

My first research objective is to investigate how spillovers from increasing levels 

of ZEV adoption in the ZEV States (California, Connecticut, Maine, Maryland, 

Massachusetts, New Jersey, New York, Oregon, Rhode Island, and Vermont) affects ZEV 

adoption and WTW GHG reductions in British Columbia.  I ran two simulations where the 

ZEV States increased their ZEV mandate stringency: first the ZEV States implement a 

medium stringency ZEV mandate (medium ZEV State case), then they implement a high 

stringency ZEV mandate (high ZEV State case).  All other regions in North America 

(Canada and the U.S.) maintained their reference case policies. 

The increased ZEV adoption in the ZEV States does not lead to large increases in 

ZEV adoption in British Columbia.  Even under the high ZEV State case, where every 

vehicle sold in 2050 is a ZEV, the ZEV new vehicle market share in British Columbia 

reaches a median of just 11% (50% of values were between 5.8% and 19.0%).  Under the 

medium ZEV State case, ZEV new vehicle market share in BC in 2050 reaches a median 

of 6.5% (50% of values were between 3.6% and 12.2%).  The right two panels of Figure 

2 present the Monte Carlo distributions of ZEV new vehicle market share in British 

Columbia in the two ZEV State ZEV mandate cases.  In the high ZEV State case, the 

small increase in ZEV adoption translates to only a small additional improvement in GHG 

reductions, which reach a median of 32% by 2050 below 2007 levels (50% of values were 

between 26% and 38%), just 3% below the median in the reference case (Figure 3).  In 

the medium ZEV State case, WTW GHG emissions in 2050 in the BC passenger vehicle 

sector decline by median of 30% (50% of values were between 24% and 36%). 
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Figure 2  ZEV new vehicle market share in British Columbia in the reference 
case and under different ZEV States’ ZEV mandate stringencies 

 

Figure 3  WTW GHG emissions in the British Columbia passenger vehicle 
sector in the reference case and under different ZEV States’ ZEV 
mandate stringencies 
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The increase in ZEV new vehicle market share is driven by decreases in capital 

costs and global intangible costs.  Recall, capital costs decline as a vehicle technology’s 

production increases and global intangible costs declines as its new vehicle market share 

across all regions increases.  For example, for BEVs in the high ZEV State case, capital 

costs decline by 79% between 2015 and 2050.  Meanwhile, BEV global intangible costs 

decrease by 62%.  In contrast, BEV regional intangible costs in British Columbia decline 

by only 3%, indicating that ZEV adoption in the province is limited by persisting regional 

adoption barriers.   

Running Monte Carlo simulations allowed me to identify under what conditions 

ZEV adoption may reach the higher levels at the far right of Figure 2.  Using the high ZEV 

State case, a sensitivity analysis reveals that ZEV new vehicle market share in 2050 is 

most sensitive to four parameters.  ZEV new vehicle market share is most sensitive to the 

market heterogeneity parameter, v: when v is lower, consumers are more willing to 

purchase more expensive vehicle technologies, and ZEV adoption increases.  After 

market heterogeneity, ZEV adoption is most affected by the rate at which BEV capital 

costs decline, as expressed through the BEV progress ratio and exogenous capital cost 

decline rate.  Finally, I find ZEV adoption is higher when the regional-global intangible cost 

split is more heavily weighted towards global intangible costs (i.e. intangible costs are 

more affected by global developments than regional developments).  In this situation, 

intangible costs in British Columbia are more dependent on ZEV new vehicle market share 

in the ZEV States, so the province benefits from greater spillovers that drive down 

intangible costs.  Given the novelty of this parameter and the uncertainty in its value, I 

conducted additional sensitivity analysis to better understand how my assumptions about 

it may affect my results. 

I ran a series of 11 Monte Carlo simulations covering the full range of possible 

intangible cost split values.  Each simulation involved 1000 iterations that use the same 

set of random variables for all uncertain input parameters, except the intangible cost split.  

The intangible cost split varied by 10% in each simulation, starting at 0% regional (100% 

global) and ending at 100% regional (0% global).  As can be seen in Figure 4, the resulting 

2050 ZEV new vehicle market shares vary considerably depending on the assumed 

intangible cost split.  The more globally weighted the intangible cost split, the less ZEV 

adoption is held back by regional intangible costs (representing regional adoption 
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barriers), and the more British Columbia benefits from spillovers from adoption in other 

regions.  However, even with the highest ZEV new vehicle market share (far left in Figure 

4), British Columbia still does not achieve its 2050 GHG target (80% emissions reductions) 

in the passenger vehicle sector.  This result is consistent with the objective 2 results 

discussed in the next section, where I find that higher ZEV new vehicle market shares are 

required to hit the target. 

Figure 4  Sensitivity of British Columbia’s 2050 ZEV new vehicle market share 
to the regional-global intangible cost split parameter 

 

3.2. Objective 2: The need for strong ZEV policy to achieve 
British Columbia 2050 GHG target 

Building on the results above, I next ran simulations to investigate whether British 

Columbia can achieve its GHG target by implementing stronger transportation-focused 

policies that do not specifically target ZEVs, or if the province needs to focus on increasing 

ZEV adoption as well.  I simulated two policy packages centered around medium and high 

stringency CAFE and LCFS policies (medium BC package case and high BC package 

case).  In both cases, the ZEV States maintain their high stringency ZEV mandate, thereby 

maximizing the potential for spillovers to help increase ZEV adoption in British Columbia.  

I analyze the likelihood of British Columbia achieving its GHG target in the passenger 

vehicle sector.  Where necessary, I then run simulations to determine what level of ZEV 

adoption is needed for each policy package to achieve the GHG target in 80% of Monte 

Carlo iterations. 
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Figure 5 summarizes the WTW GHG emissions trajectories in the BC passenger 

vehicle sector under both policy packages.  The medium BC package case (left) is not 

strong enough to hit the 80% GHG reductions in the passenger vehicle section in any of 

the iterations.  It reaches a median GHG reduction of 61% (50% of values were between 

57% and 64%).  The high BC package case reaches a median 78% GHG reduction (50% 

of values were between 76% and 80%), with 24.3% of the Monte Carlo iterations hitting 

the 2050 target in the passenger vehicle sector (far right).  Figure 6 presents a magnified 

view of 2050 GHG emissions in the BC passenger vehicle sector.  The bars left of the 

dashed line represent the iterations that achieve the GHG target.  One can interpret this 

as British Columbia has approximately a 24% chance of achieving its GHG target with the 

high stringency CAFE and LCFS policy package (but no ZEV mandate) under this set of 

conditions. 

Figure 5  WTW GHG emissions reductions in the British Columbia passenger 
vehicle sector under CAFE and LCFS policy packages with a carbon 
tax but without a ZEV mandate 
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Figure 6  Frequency distribution of Monte Carlo iterations that hit the 2050 
GHG target when British Columbia implements the high stringency 
CAFE and LCFS policy package with a carbon tax but without a ZEV 
mandate 

 

I conducted a sensitivity analysis to better understand the conditions under which 

the high stringency CAFE and LCFS policy package achieves 80% GHG reductions in the 

passenger vehicle sector.  Only three significant parameters emerged.  Projected VKT 

demand has by far the largest influence, where lower VKT demand leads to fewer GHG 

emissions.  As noted at the top of section 2.2, I account for uncertainty in future VKT 

demand by assigning Monte Carlo distributions to VKT’s annual growth rate and by 

allowing VKT demand to fluctuate between regions based on historical demand (e.g. 

Canada demands 6% to 8% of the total U.S. demand).  These fluctuations between 

regions effectively mimic a situation where British Columbia manages to either decrease 

citizen’s demand for travel, or shifts travel demand from passenger vehicles to other 

means of transportation (e.g. cycling and public transit).  The other two key parameters 

driving GHG reductions are the market heterogeneity parameter and the BEV progress 

ratio, both of which were discussed in section 3.1. 

The regional-global intangible cost split did not emerge as a very influential factor 

in determining 2050 GHG emission reductions for these particular scenarios, but warrants 

further investigation given the novelty of the parameter and uncertainty in its value.  As 

such, I again conducted the sensitivity analysis described in the last paragraph of section 
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3.1.  I conducted this analysis using the high BC package case.  The resulting 2050 GHG 

emissions (left) and associated ZEV new vehicle market shares (right) for the BC 

passenger vehicle sector are presented in Figure 7.  When the intangible cost split is 

weighted more globally, ZEV adoption increases and British Columbia achieves its GHG 

target in the passenger vehicle sector in a higher number of iterations.  If intangible costs 

are 100% global (far left), 32.7% of iterations reach the 2050 GHG target, whereas only 

16.7% achieve the target at the opposite extreme.  I ran the same sensitivity analysis on 

the medium BC package case and found that no iterations hit the GHG target. 

Figure 7  Sensitivity of British Columbia’s 2050 WTW GHG emissions (left) 
and ZEV new vehicle market share (right) to the intangible cost split 
parameter in the high stringency CAFE and LCFS policy package 
with a carbon tax but without a ZEV mandate 

 

The results above indicate that British Columbia is unlikely to achieve its 2050 

GHG target in the passenger vehicle sector without higher levels of ZEV adoption, and in 

particular without strong ZEV policy (like a ZEV mandate) to achieve the required levels 

of ZEV adoption.  Even under the most optimistic assumptions regarding intangible cost 

spillovers, I find the high stringency CAFE and LCFS policy package only achieves the 

GHG target in approximately 33% of iterations.  Recall that achieving these particular high 

stringency CAFE and LCFS policies requires technology breakthroughs that the NRC 

(2013, p. 115) authors estimate only have a 20% chance of occurring before 2050.  The 

more realistic medium stringency CAFE and LCFS package does not hit the GHG target 

in any iterations.  Therefore, to better understand the potential need for ZEVs, I determined 

the ZEV adoption required for each policy package to achieve the GHG target in 80% of 

Monte Carlo iterations. 
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Figure 8 presents the ZEV new vehicle market share achieved under each policy 

package (box plots) and the ZEV new vehicle market share required for British Columbia 

to have an 80% chance of hitting its GHG target (line).  Recall the ZEV States implement 

a high stringency ZEV mandate in both cases (i.e. ZEVs have 25% new vehicle market 

share in 2030, 60% in 2040, and 100% in 2050).  I find that the required ZEV new vehicle 

market share varies considerably between the two policy packages, and thus on the 

progression of vehicle and fuel technology development.  Under the high BC package 

case’s more optimistic assumptions, ZEV new vehicle market share must reach 15% by 

2040 (vs. median 3.7% achieved) and 40% by 2050 (vs. 8.5%).  In the medium BC 

package case, ZEV new vehicle market share must reach 50% by 2040 (vs. 3.1%) and 

92.5% by 2050 (vs. 7.9%).  The 2040 minimum new vehicle market shares are critical due 

to the rate of turnover in the passenger vehicle stock.  In all cases, approximately one third 

of ZEVs sold in 2050 are PHEVs and two thirds are BEVs.  Only a negligible number of 

HFCVs are sold. 

Figure 8  ZEV new vehicle market share in British Columbia under different 
policy packages without a ZEV mandate and additional ZEV market 
share required to achieve the 2050 GHG target in 80% of iterations 
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3.3. Objective 3: Reductions in British Columbia’s 
abatement costs as other regions increase ZEV 
adoption 

My final objective focuses on how increased ZEV adoption outside British 

Columbia affects GHG abatement costs in British Columbia.  I run a series of simulations 

where regions adopt medium stringency ZEV mandates starting in different periods: the 

rest of Canada in 2020, the rest of Canada in 2025, the rest of North America in 2020, and 

the rest of North America in 2025.  In each case, British Columbia implements the medium 

CAFE and LCFS policy package discussed in section 3.2 with a ZEV mandate at the 

stringency necessary for the province to have an 80% chance of achieving its 2050 GHG 

target in the passenger vehicle sector (line on left side of Figure 8, with 25% ZEV new 

vehicle market share in 2030, 50% in 2040 and 92.5% in 2050).  In all these scenarios, 

the ZEV States maintain a high stringency ZEV mandate (which, for reference, is 25% in 

2030, 60% in 2040, and 100% in 2050).   

Figure 9 summarizes the results for each simulation, presenting the financial, 

perceived, and CIMS midpoint cost measures described in section 2.8.  Recall that 

financial costs account for consumer spending on lifecycle capital, energy, and 

maintenance costs, while perceived costs include all these and intangible costs.  CIMS 

midpoint costs find a midpoint between these values.  As a reference point, the far left of 

the figure presents the cost-effectiveness values when British Columbia implements its 

policy package, but before other regions adopt their ZEV mandates.  In this case, the 

CIMS midpoint cost estimate is median $56/tCO2e reduced (50% of values were between 

-$9/tCO2e and $164/tCO2e).  The perceived cost value is approximately $114/tCO2e (50% 

of values were between $80/tCO2e and $170/tCO2e) and the financial cost is 

approximately -$130/tCO2e (50% of values were between -$297/tCO2e and $166/tCO2e).  

The negative financial cost value indicates that the policy package yields a net benefit for 

British Columbia consumers by 2050.  A net benefit is possible if the total discounted 

financial cost consumers spend on passenger vehicles over the time period decreases 

compared to the reference case.  In this case, financial costs are negative due to both 

lower fuel costs and a decrease in the demand for new vehicles resulting from an increase 

in the average capital cost of vehicles.  This financial cost value does not account for 

potential increases in spending on other forms of transportation, such as public transit. 
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Figure 9  Abatement cost-effectiveness of a ZEV policy package when only 
British Columbia and the ZEV States implement a ZEV mandate 
versus when other regions adopt ZEV mandates 

 

The remaining (right) four scenarios in Figure 9 present the cost-effectiveness of 

GHG reductions as the other regions adopt ZEV mandates.  The text below the x-axis 

summarizes the percentage improvement (reduction) in the CIMS midpoint cost measure 

relative to the scenario described in the previous paragraph.  The results indicate that 

considerable savings are generated as other regions increase ZEV adoption.  When the 

rest of Canada adopts a medium stringency ZEV mandate, CIMS midpoint abatement 

costs are 11% to 15% lower, depending on when the mandate is implemented.  If the rest 

of North America adopts a medium stringency ZEV mandate, CIMS midpoint abatement 

costs are reduced by 35% to 48%, with greater cost savings when regions increase ZEV 

adoption sooner.  In all cases, British Columbia’s GHG reductions remain steady so 

improvements in cost-effectiveness are due to lower overall abatement costs between 

now and 2050. 

The lower CIMS midpoint abatement costs are primarily the result of lower 

perceived costs, which are driven by more rapidly declining global intangible costs for 

BEVs and PHEVs.  Figure 10 presents the BEV intangible cost trajectory in each scenario.  

More stringent policy scenarios are represented by progressively darker lines.  When the 

rest of North America joins British Columbia and the ZEV States in facilitating a transition 
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to ZEVs, BEV intangible costs reach their predetermined minimum 10 to 15 years faster 

than if British Columbia and the ZEV States act alone.  The difference between each 

scenario is due entirely to global intangible cost reductions.  Regional intangible costs do 

not change.   

Figure 10  BEV intangible cost trajectories in British Columbia under different 
regional ZEV mandate scenarios 

 

Note: All intangible cost declines are due to lower global intangible costs. 

As with my previous objectives, I conducted a sensitivity analysis to understand 

how the regional-global intangible cost split affects my results.  Figure 11 presents the 

range of CIMS midpoint abatement cost estimates for each assumed intangible cost split.  

If the split is more regionally weighted (right), intangible costs in British Columbia depend 

less on vehicle adoption in other regions and CIMS midpoint abatement costs in the five 

scenarios converge.  In this case, CIMS midpoint abatement costs are 21% lower (point 

b to d) when the rest of North America implements a ZEV mandate in 2020.  The cost 

decline is due entirely to lower capital costs.  If the split is more globally weighted (left), 

intangible costs in British Columbia are almost entirely dependent on vehicle adoption in 

other regions.  In this case, CIMS midpoint abatement costs decline by 53% (point a to c) 

when the rest of North America adopts a ZEV mandate in 2020.   

Additionally, I find that the intangible cost split assumption has a large effect on 

British Columbia’s abatement costs in the case where the other regions do not adopt ZEV 

mandates.  Recall that the CIMS midpoint cost estimate has a median value of $56/tCO2e 

on the left of Figure 9.  Relative to this value, GHG reductions are 35% less cost-effective 

when intangible costs are 100% global (point a) and 40% more cost-effective when 100% 
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regional (point b).  Altogether, these results indicate that assumptions about the intangible 

cost split have a significant impact on abatement costs. 

Figure 11  Sensitivity of abatement cost-effectiveness to the regional-global 
intangible cost split 
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Chapter 4.  
 
Discussion 

The purpose of this study is to investigate whether a region needs its own stringent 

ZEV-specific policy to achieve a long-term GHG target in the passenger vehicle sector, or 

whether it can free-ride off stronger ZEV policy in another region.  I used a vehicle choice 

model of the North American passenger vehicle sector to simulate a case study of British 

Columbia (a small North American region) attempting to free-ride off a ZEV mandate in 

California and the other ZEV States (a much larger North American region).  A novel and 

important feature of my model is a parameter that accounts for the way regional and global 

developments uniquely influence ZEV adoption barriers inside a region.  I term this the 

regional-global intangible cost split parameter.  In the sections below, I discuss my findings 

related to each of my three research objectives, consider policy implications, and reflect 

on my intangible cost split parameter. 

As noted in other long-term ZEV modelling studies (e.g. Greene et al., 2014a, 

2014b; NRC, 2013), the results of this study are subject to a high degree of uncertainty.  

Future technology developments and related market responses are unknowable and will 

shape vehicle adoption, GHG reductions, and the costs governments may need to incur 

to meet GHG targets.  Furthermore, our current capacity to quantify the non-financial 

adoption barriers that I include in intangible costs is still limited (as discussed in section 

2.5).  To better understand the influence of this uncertainty, I presented my results in the 

context of Monte Carlo simulations and sensitivity analyses.  Discussed in this context, 

my findings may provide valuable insights for future modellers and policymakers working 

to reduce GHG emissions.  I conclude with a brief discussion of limitations and 

opportunities for future research (section 4.6). 
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4.1. Objective 1: Regions likely cannot effectively free-ride 
off other regions’ ZEV policy 

This case study modelling exercise indicates that small North American regions 

(like British Columbia) likely cannot achieve long-term GHG targets by free-riding off 

stronger ZEV policy in other regions.  Even when the ZEV States force ZEVs to comprise 

100% of new vehicle sales in their regions in 2050, the resulting spillovers in decreased 

capital and global intangible costs that British Columbia experiences are not enough to 

reach the ZEV adoption required to hit the province’s GHG target in the passenger vehicle 

sector (80% reduction relative to 2007).  Rather, ZEV new vehicle market share is limited 

by relatively steady regional intangible costs, i.e. regional adoption barriers.  This finding 

persists even when maximizing intangible cost spillovers (by assuming the intangible cost 

split parameter is 100% global) and when British Columbia increases its carbon tax and 

implements strong, but achievable corporate average fuel economy (CAFE) and low 

carbon fuel standard (LCFS) policies.  Although this study focuses on a ZEV mandate, 

regional spillovers result from increases in ZEV adoption, so this finding applies to any 

policy that increases ZEV adoption.  This study is a novel investigation of free-riding and 

regional ZEV spillovers, so there is limited existing research to compare it to.  As part of a 

larger modelling study, Greene et al. (2014b) investigate a scenario where California 

freezes their ZEV mandate while international ZEV sales increase.  The authors find that 

the spillovers from international sales are not enough for California ZEV adoption to reach 

the level necessary to achieve the state’s 2050 GHG target in the passenger vehicle 

sector.  Similar to the present study, they found that new vehicle market share was limited 

by a lack of regional electric vehicle refuelling infrastructure and the limited diversity of 

electric vehicle models in the state, despite decreases in capital costs. 

4.2. Objective 2: Strong regional ZEV policy may be crucial 
to achieving long-term GHG targets 

Within the limits of the scope and assumptions of this case study assumptions, my 

findings strongly suggest that ZEVs likely play a critical role in achieving long-term GHG 

targets in the passenger vehicle sector, at least in the U.S. and Canadian regions 

simulated.  Without working to increase ZEV adoption, I find that the optimistic CAFE and 

LCFS with carbon tax policy package I simulated achieves British Columbia’s 2050 GHG 
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target in the passenger vehicle sector only 25% of the time.  These two optimistic policies 

depend on  technological breakthroughs that may have only a 20% chance of occurring 

by 2050 (NRC, 2013).  A policy package centered around the more realistic CAFE and 

LCFS policies I modelled (also based on NRC, 2013) with a moderate carbon tax, does 

not hit the target in any iterations.  As such, it seems highly likely that ZEVs will play a 

crucial role in achieving long-term GHG targets.  This is consistent with Williams et al. 

(2012), who found that vehicle electrification is likely pivotal to achieving deep GHG 

reductions in California by 2050. 

The ZEV adoption levels I find necessary to achieve British Columbia’s 2050 GHG 

target are also similar to those found in other studies.  Under the more realistic (medium 

stringency) CAFE and LCFS policy package, I find ZEVs must make up half of new 

vehicles sold in 2040 and over 90% in 2050 (see Figure 8).  The 2040 market share 

requirement is critical in my simulations due to the time it takes for passenger vehicles to 

be replaced.  For comparison, the California Air Resources Board (2009) estimates all 

new passenger vehicles sold in 2040 must be ZEVs, even with more fuel efficient vehicles, 

less GHG intensive fuels, significantly higher biofuel availability, and lower vehicle travel 

demand.  Other modelling studies of California and the other ZEV States find that most or 

all new vehicles sold in 2050 must be ZEVs, with new vehicle market shares in 2050 

needing to reach 75% (Greene et al., 2014a, 2014b), 94% (Wei et al., 2013), or 100% 

(Yang et al., 2015).  Similarly, Greenblatt (2015) simulated all current and proposed 

California passenger vehicle policies and found they are not enough to achieve the state’s 

2050 GHG target, even though ZEVs comprise 60% of the total passenger vehicle fleet 

by 2050. 

4.3. Objective 3: Regional GHG abatement costs can be 
decreased through interregional collaboration 

Further exploring the effects of regional spillovers, I find that British Columbia’s 

GHG abatement costs (using the CIMS midpoint estimate) in the passenger vehicle sector 

between now and 2050 may decrease considerably as other regions increase ZEV 

adoption.  Abatement cost reductions in the province are particularly high (35% to 50%) 

when all of North America adopts a ZEV mandate.  The savings occur even these other 

regions wait a decade after British Columbia has implemented its ZEV mandate to 
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implement their own ZEV mandate.  The abatement cost reductions are driven by steeper 

declines in global intangible costs, i.e. more quickly overcoming global adoption barriers 

that are otherwise limiting ZEV adoption in the province.  As such, the abatement cost 

savings resulting from intangible cost spillovers are higher when regional ZEV adoption is 

limited more by global adoption barriers than regional adoption barriers, i.e. the regional-

global intangible cost split is more globally weighted (see Figure 11). 

The present study may be the first investigation of what happens with a region’s 

abatement costs when other jurisdictions increase ZEV adoption after the region has 

implemented its own ZEV policy.  Greene et al. (2014b) looked at the reverse.  They found 

that when the ZEV States implement a ZEV mandate before the rest of the U.S., the rest 

of the U.S. experiences a higher net benefit from transitioning to ZEVs because of spillover 

benefits from the ZEV States.  Whereas their results may be used to show the benefit of 

delaying ZEV policy until other regions enact their own strong ZEV policy, my results 

indicate that regions can also decrease their overall abatement costs by taking a 

leadership role if they are successful in convincing other regions to eventually join them in 

facilitating a transition to ZEVs.   

4.4. Policy implications 

Altogether, the results of this study indicate that regions within North America 

(Canada and the U.S.) likely must implement their own strong ZEV policy to achieve their 

long-term GHG reduction targets in the passenger vehicle sector.  The policies I simulated 

to induce large increases in vehicle fuel efficiency (e.g. CAFE), large decreases in fuel 

GHG intensity (e.g. LCFS), and raise the price of activities that result in GHG emissions 

(e.g. carbon tax) appear to be necessary, but insufficient on their own.  (It may be possible 

to achieve the 2050 GHG target in the passenger vehicle sector with evener stronger 

CAFE, LCFS, and carbon tax policies than those simulated here, but would require further 

research.)  Furthermore, the level of ZEV adoption necessary to supplement these policies 

appears unlikely to occur through regional spillover benefits alone. Because my modeling 

exercise focused only on Canada and North America, it is not clear how applicable these 

results are to other developed countries (e.g. in the EU) or developing countries. However, 

given that the model structure I use has been and can be applied to other regions, I 
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suspect that my finding regarding the need for strong regional ZEV policy to hit long-term 

GHG targets would be applicable to other regions as well.    

My results suggest that regional ZEV policies may be more effective if targeting 

both regional and global adoption barriers.  Regional intangible costs limit ZEV adoption 

in some of my simulations, whereas global intangible costs limit ZEV adoption in others.  

Regions may thus want to follow California’s approach of implementing a combination of 

demand-focused and supply-focused policies.  Demand-focused policies aim to stimulate 

consumers to buy ZEVs by lowering adoption barriers directly, such as vehicle purchase 

discounts and the installation of electric vehicle charging infrastructure, and typically affect 

only regional sales.  Supply-focused policies stimulate automakers to increase the 

availability of ZEVs and help develop the ZEV market, and can affect both regional and 

global sales.  As such, supply-focused policies encourage automakers to lower adoption 

barriers that may be difficult for regional governments to influence directly, such as 

increasing marketing efforts at dealerships or offering a wider diversity of ZEV models.  

Other studies have found that the limited diversity of ZEV models may be a particularly 

important factor limiting higher adoption rates (Axsen et al., 2015; Greene et al., 2014b; 

Lutsey, 2015; Struben and Sterman, 2008).   

Considering the potential need for supply-focused policy, the ZEV mandate may 

be a particularly useful policy for North American regions.  California’s ZEV mandate 

specifically targets vehicle suppliers and thus at least some of the adoption barriers that I 

categorize as partially or entirely global.  Likely as a result, California sells a higher 

diversity of ZEV models than other regions (Lutsey, 2015).  The mandate has already 

been adopted by nine other U.S. states and may thus offer an excellent opportunity for 

increased interregional collaboration focused on implementing strong ZEV policy.  Aside 

from the ZEV mandate, the most oft-cited strong ZEV policies exist in Norway.  Norway 

has a portfolio of demand-focused policies that centre around exempting consumers from 

extremely high vehicle taxes (Hannisdahl et al., 2013; The Nordic Page, 2015).  These 

vehicle taxes do not exist in North American regions, and a survey of citizens in British 

Columbia indicates that strong ZEV regulations may be more acceptable than tax-based 

policies (Rhodes et al., 2014). 

Finally, my findings suggest that small North American regions (like British 

Columbia) may want to collaborate with other regions to reduce the costs they must incur 
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to facilitate a transition to ZEVs.  Increasing ZEV adoption outside a region drives down 

capital costs and lowers global adoption barriers, thus lowering the financial and non-

financial barriers limiting ZEV adoption in the region.  As such, governments playing a 

leadership role in facilitating a transition to ZEVs have an incentive to lobby other 

jurisdictions to enact strong policy.  Existing memoranda of understanding, like the Pacific 

Coast Action Plan on Climate and Energy (Government of California et al., 2013), and 

other similar agreements, like the International Zero-Emission Vehicle Alliance (BC MOE, 

2015), typically do not require specific policy action.  However, these existing 

collaborations may offer useful platforms on which to lobby for strong policy action in 

lagging regions, and to gain immediate commitment to strong and specific policies in 

member jurisdictions. 

4.5. Reflections on the regional-global intangible cost 
method 

The regional-global intangible cost split parameter is a key feature of this modelling 

exercise.  I use the parameter to capture the effect that both regional and global 

developments have on ZEV adoption barriers and the way they influence regional 

purchase decisions (Lutsey et al., 2015).  Regional intangible costs decline based on a 

technology’s regional new vehicle market share and global intangible costs decline based 

on its new vehicle market share across all regions.  I based the value of the intangible cost 

split parameter on other modelling and survey studies that quantify the influence that non-

financial factors have on vehicle purchase decisions.  Given the novelty of this approach 

and the differences in the way other studies treat and quantify these factors, I assign the 

parameter a large Monte Carlo uncertainty distribution and conduct sensitivity analyses to 

better understand how my assumptions affect my results.  This differs from previous ZEV 

policy modelling studies that tend to use either a single intangible cost parameter (e.g. 

Fox, 2013) or use multiple parameters to represent a limited set of non-financial factors 

that affect ZEV adoption (e.g. Greene et al., 2014a, 2014b; Walther et al., 2010).  The 

parameters in the latter set of studies may or may not account for regional versus non-

regional influences. 

I find that assumptions about the split parameter have a significant effect on two 

important model outcomes.  First, it affects the ZEV new vehicle market share that British 
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Columbia can achieve through free-riding.  If I assume intangible costs are 100% global, 

rather than my baseline assumption of 50/50, I find that British Columbia’s ZEV new 

vehicle market share more than doubles (see Figure 4).  Second, the parameter affects 

abatement costs when British Columbia implements a policy package that achieves the 

province’s 2050 GHG target in the passenger vehicle sector in 80% of Monte Carlo 

iterations.  Compared to my baseline intangible cost split assumption, the policy package 

is 40% less cost-effective if intangible costs are 100% global, and 35% more cost-effective 

if they are 100% regional (see Figure 11). 

Based on my experience, I suggest that future ZEV modelling studies may be 

improved by representing both the regional and non-regional developments that can affect 

adoption barriers.  As noted by several of the articles reviewed for this study (e.g. Axsen 

et al., 2015; Bočkarjova et al., 2014; Greene et al., 2014a, 2014b), these factors are 

already subject to a high degree of uncertainty.  Therefore, modelling studies may also be 

improved by explicitly accounting for uncertainty in these parameters and communicating 

how such uncertainty affects key study outcomes. 

4.6. Limitations and future research 

The results of this study are especially dependent on assumptions made about the 

technological development of vehicles and fuels between now and 2050.  Although my 

fuel efficiency and GHG intensity values are based on a detailed technological 

assessment by the National Research Council (2013), the actual trajectory of 

technological development is unknowable and could take several different paths.  

Alternative developments that I did not simulate include advanced biofuel vehicles meeting 

ZEV mandate requirements, HFCV costs declining enough to significantly increase 

adoption, BEVs satisfying less VKT demand than other vehicle technologies, PHEV 

driving patterns leading to more or less GHG emissions, and the potential effects of car 

sharing and autonomous vehicles.  Each of these could increase or decrease the ZEV 

adoption necessary to achieve long-term GHG targets as well as a region’s GHG 

abatement costs.   

Future research could also investigate the effect of different global ZEV adoption 

scenarios to better understand how they influence declining capital costs and thus ZEV 
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adoption and GHG reductions in the region being studied (in this case, British Columbia).  

My approach assumes that global ZEV adoption follows the same trajectory as adoption 

in North America.  Future studies could separate the global region into multiple sub-

regions (e.g. China, the European Union) and simulate different adoption scenarios for 

each. 

A key limitation of my model is my lack of endogenous representation of the fuel 

supply sector.  I use exogenous schedules to define the price and GHG intensity 

trajectories of all fuels until 2050.  As such, the prices of fuels in my model do not change 

in response to changes in their demand.  Therefore, my simulations do not account for 

how a massive shift from gasoline-powered vehicles to electric vehicles may affect 

gasoline prices.  If my model did account for this effect, gasoline prices may decline 

significantly, thus increasing consumer preference for gasoline vehicles.  It is unclear 

exactly how this would affect the GHG impact of ZEV policies, but it would likely make it 

more difficult for policymakers to increase consumer demand for ZEVs.  How difficult will 

depend significantly on improvements in the cost of ZEVs and how the price of electricity 

is affected by a shift to low-carbon and renewable sources. 

My technology-neutral ZEV mandate design may affect two of my main findings.  I 

allow any combination of ZEVs (BEVs, PHEVs, and HFCVs) to meet the mandate’s 

minimum new vehicle market share requirements.  California’s ZEV mandate is designed 

to force an increasing percentage of BEVs and HFCVs, while decreasing the new vehicle 

market share requirements that can be met by PHEVs.  Following California’s more 

technology-specific mandate design may decrease the total ZEV new vehicle market 

share required to achieve long-term GHG targets because the ZEVs that are being sold 

would likely be lower emission (depending on e.g. driving habits).  Forcing fewer 

technologies may also lead to faster capital and intangible cost declines for the forced 

technologies.  This may increase the opportunity for a region to free-ride off spillovers from 

another region, although I suspect regions would still require their own ZEV policy given 

the low potential for free-riding found in this study.  Additionally, future research could 

investigate how a carbon tax could be used to stimulate the level of ZEV adoption I find 

necessary to achieve British Columbia’s 2050 GHG target in the passenger vehicle sector.  

All policies could be kept frozen with the exception of the carbon tax, which could be 

steadily raised until the required ZEV new vehicle market shares are reached.  This may 
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provide insight into how high carbon taxes would need to be to force a transition to ZEVs, 

as well as perhaps implying how politically acceptable (or unlikely) such a policy may be. 

My findings and the limitations in my methods suggest that three streams of 

research may support future modelling studies and policymaker decisions.  First, 

researchers should continue to refine the representation of non-financial adoption barriers 

in modelling studies, including differentiating between the way regional and non-regional 

developments lower adoption barriers.  Second, given the consistency in study findings 

regarding the role of ZEVs, researchers should continue to investigate precisely what 

barriers are limiting a region’s ZEV adoption and what policies are successfully 

overcoming them.  Both types of studies have increased in recent years (e.g. Axsen et al., 

2015; Lutsey et al., 2015; Vergis and Chen, 2014; Vergis et al., 2014) and offer useful 

insights for policymakers.  Third, given the high degree of uncertainty regarding future 

technological development, future modeling studies could investigate how ZEV policy 

strategies may need to be adapted under different technology trajectory assumptions, and 

how this may affect abatement costs. 
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Appendix.  

Regional-Global Intangible Cost Split Literature Review Resources 

Table A.1  Studies and attributes reviewed to determine regional-global 
intangible cost split 

Study Methodology Non-financial attributes affecting vehicle purchase 
decisions 

Greene et al., 
2014a 

hybrid vehicle and 
fuels model  

range, range anxiety, fuel availability, refueling time, 
innovation, model diversity 

Greene et al., 
2014b 

hybrid vehicle and 
fuels model  

HFCVs: model diversity, market share majority, fuel 
availability, refueling time, range,  

BEVs: model diversity, market share majority, fuel 
availability, range anxiety, range 

Larson et al., 
2014 

stated preference 
survey 

electric vehicle: reliability, range, charging station access, 
long recharge time, size or style availability, need to 
recharge battery 

Plötz et al., 
2014 

preference survey and 
agent-based model 

size, safety, brand, design, fuel consumption, gear shift, fuel 
type, four-wheel drive, power, emissions, acceleration 

Daziano and 
Bolduc, 2013 

hybrid energy 
economy model  

vehicle type/class, alternative fuel vehicle constant, HEV 
constant, HFCV constant, fuel availability, HOV lane access, 
power 

Friedman et al., 
2013 

mixed logit model cheaper fuel than gasoline, range, emissions reduced, fuel 
station availability 

Rasouli and 
Timmermans, 
2013 

mixed logit model cruising range, charge time, maximum speed, distance to 
recharge station 

van der Vooren 
and Brouillat, 
2013 

agent-based model affordability of vehicle, affordability of driving, refueling 
availability, market share of firm (popularity), energy capacity 
(range), cleanness, quality, brand 

Shepherd et al., 
2012 

system dynamics 
model 

awareness – exposure and memory based on marketing and 
word of mouth, marketing, maximum speed, fuel availability, 
emissions, range 

Shin et al., 2012 discrete choice model diesel constant, HEV constant, BEV constant, refueling 
infrastructure 

Eppstein et al., 
2011 

spatially-explicit 
agent-based model 

range, ability to accurately assess fuel costs, comfort with 
technology, reasons to save on gasoline – rational financial 
vs. other 

Lieven et al., 
2011 

stated preference 
survey 

range, performance, durability, environment, convenience 

Musti and 
Kockelman, 
2011 

stated preference 
survey and 
microsimulation model 

reliability, vehicle type/class, cabin room / interior size, 
overall visual appeal, amenities, perceived resale value, 
other 
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decisions 

Ozaki and 
Sevastyanova, 
2011 

stated preference 
survey 

environment, new technology, socially responsible, available 
incentives, comfort and quality, technology, social 
preferences, reliability and brand, design, size 

Paul et al., 2011 revealed and stated 
preference surveys 
and microsimulation 
model 

vehicle type, interior size, other, attractiveness, amenities, 
perceived resale value, safety, transmission type 

Zhang et al., 
2011 

agent-based model sedan, sports utility vehicle, gasoline, HEV, PHEV, BEV, 
miles per gallon, battery range 

 

Walther et al., 
2010 

dynamic simulation 
model 

awareness, range, recharge availability, installed base of 
vehicles 

Wansart and 
Schnieder, 2010 

system dynamics 
model 

recharging stations, awareness – exposure and memory 
based on marketing and word of mouth, installed base of 
BEVs, range, electric vehicle constant 

Alvarez-
Daziano and 
Bolduc, 2009 

hybrid energy 
economy model  

vehicle type/class, alternative fuel vehicle constant, HEV 
constant, HFCV constant, fuel availability, HOV lane access, 
power 

Axsen et al., 
2009 

stated and revealed 
preference survey and 
joint modelling 
techniques 

horsepower, vehicle size (other than small), vehicle type 
(other than car), HEV 

Bhat et al., 2009 multinomial logit 
model 

seat capacity vs. household size, luggage volume, 
horsepower, engine size, GHGs, premium fuel 

Bolduc et al., 
2008 

hybrid energy 
economy model  

vehicle type/class, alternative fuel vehicle constant, HEV 
constant, HFCV constant, fuel availability, HOV lane access, 
power 

Mau et al., 2008 discrete choice survey 
and model 

cruising range, warranty coverage, gasoline vehicle 
constant, refuelling station coverage, HFCV constant 

Struben and 
Sterman, 2008 

dynamic simulation 
model  

performance, operating boost, safety, range, ecological 
impact 

Potoglou and 
Kanaroglou, 
2007 

nested multinomial 
logit model 

HEV constant, alternative fuel vehicle constant, large 
constant, compact constant, midsize constant, van constant, 
sports utility vehicle constant, pick-up truck constant, 
acceleration, fuel availability, HOV lane access, pollution 

Horne et al., 
2005 

discrete choice survey proportion of stations with proper fuel, express lane access, 
emissions, power, gasoline constant, alternative fuel 
constant, HEV constant 

Santini and 
Vyas, 2005 

stated and revealed 
preference survey 

range, home recharging capability, fuel availability, top 
speed, acceleration, luggage space, battery capacity, PHEV 
constant, criteria air contaminant emissions, make/model 
diversity, HOV lane access 
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Dagsvik et al., 
2002 

stated preference 
survey 

age, gender, top speed, driving range, fuel efficiency, 
electric vehicle, HEV constant, propane, taste persistence 

Greene, 2001 nested multinomial 
logit model 

range, acceleration, home refueling access, luggage space, 
fuel availability, make/model availability 

Brownstone et 
al., 2000 

stated and revealed 
preference with 
multinomial and mixed 
logit models 

acceleration, top speed, range, pollution, truck, sports utility 
vehicles, van, mini sports utility, small car, sports car, luxury, 
import, new vehicle, used vehicle, fuel station availability, 
station wagon, electric vehicle, compressed natural gas, 
methanol 

Ewing and 
Sarigollu, 2000 

discrete choice survey acceleration, cruising range, refueling rate, polluting 
emissions, alternative fuel constant, electric constant 

McFadden and 
Train, 2000 

mixed multinomial 
logit model 

range, acceleration, top speed, pollution, size, ‘big enough’, 
luggage space, fuel station availability, sports utility vehicle, 
sports car, station wagon, truck, van, electric vehicle, 
compressed natural gas, methanol 

Brownstone and 
Train, 1998 

stated preference and 
mixed logit model 

range, acceleration, top speed, pollution, size, ‘big enough’, 
luggage space, fuel station availability, sports utility vehicle 
constant, sports car, station wagon, truck, van, electric 
vehicle, compressed natural gas, methanol 
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Low Carbon Fuel Standard and Corporate Average Fuel Economy Standard 
Policy Details 

Table A.2  Low carbon fuel standard (LCFS) scenarios using electricity from 
British Columbia 

Reference Case LCFS 

Fuel 
well-to-wheel GHG intensity (tCO2e/GJ) 

2015 2020 2025 2030 2035 2040 2045 2050 

Gasoline 0.0882 0.0882 0.0878 0.0851 0.0851 0.0851 0.0851 0.0851 

Diesel 0.0827 0.0827 0.0823 0.0797 0.0797 0.0797 0.0797 0.0797 

Ethanol* 0.0777 0.0777 0.0773 0.0748 0.0748 0.0748 0.0748 0.0748 

Electricity* 0.0078 0.0064 0.0061 0.0059 0.0059 0.0060 0.0060 0.0060 

Hydrogen 0.0936 0.0936 0.0936 0.0936 0.0936 0.0936 0.0936 0.0936 

Medium Stringency LCFS 

Fuel 
well-to-wheel GHG intensity (tCO2e/GJ) 

2015 2020 2025 2030 2035 2040 2045 2050 

Gasoline 0.0882 0.0882 0.0878 0.0851 0.0817 0.0775 0.0765 0.0756 

Diesel 0.0827 0.0827 0.0823 0.0797 0.0766 0.0727 0.0717 0.0709 

Ethanol* 0.0777 0.0777 0.0773 0.0748 0.0719 0.0682 0.0673 0.0665 

Electricity* 0.0078 0.0064 0.0064 0.0052 0.0046 0.0040 0.0034 0.0028 

Hydrogen 0.0936 0.0936 0.0936 0.0936 0.0916 0.0889 0.0695 0.0577 

High Stringency LCFS 

Fuel 
Well-to-wheel GHG intensity (tCO2e/GJ) 

2015 2020 2025 2030 2035 2040 2045 2050 

Gasoline 0.0882 0.0882 0.0878 0.0849 0.0816 0.0774 0.0749 0.0698 

Diesel 0.0827 0.0827 0.0823 0.0796 0.0765 0.0725 0.0702 0.0654 

Ethanol* 0.0777 0.0777 0.0772 0.0747 0.0718 0.0681 0.0659 0.0614 

Electricity* 0.0078 0.0064 0.0064 0.0052 0.0046 0.0040 0.0034 0.0028 

Hydrogen 0.0936 0.0936 0.0936 0.0936 0.0897 0.0842 0.0454 0.0218 

*Like Fox (2013)  I assume ethanol vehicles run on a mix of 85% ethanol and 15% gasoline.  I assume 
PHEVs use electricity 66% of the time and gasoline 34% of the time (based on Kelly et al., 2012; Marshall et 
al., 2013). 
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Table A.3  Corporate average fuel economy (CAFE) standard scenarios 

Reference Case CAFE Standard 

Vehicle  
Technology 

fuel efficiency (GJ/km) 

2015 2020 2025 2030 2035 2040 2045 2050 

Gasoline 0.003297 0.002779 0.002170 0.002158 0.002156 0.002160 0.002160 0.002160 

Diesel 0.003208 0.002954 0.002470 0.002462 0.002461 0.002464 0.002464 0.002464 

Ethanol* 0.004397 0.003709 0.002931 0.002862 0.002858 0.002862 0.002862 0.002862 

HEV 0.002240 0.001928 0.001660 0.001660 0.001660 0.001660 0.001660 0.001660 

PHEV* 0.001337 0.001205 0.001006 0.001003 0.001003 0.001004 0.001004 0.001004 

BEV 0.001097 0.001030 0.000950 0.000972 0.000979 0.000983 0.000983 0.000983 

HFCV 0.001398 0.001313 0.001211 0.001238 0.001248 0.001252 0.001252 0.001252 

Medium Stringency CAFE Standard 

Vehicle  
Technology 

fuel efficiency (GJ/km) 

2015 2020 2025 2030 2035 2040 2045 2050 

Gasoline 0.003083 0.002627 0.002170 0.001714 0.001601 0.001488 0.001374 0.001261 

Diesel 0.002954 0.002517 0.002080 0.001642 0.001534 0.001425 0.001317 0.001208 

Ethanol* 0.004144 0.003521 0.002918 0.002312 0.002159 0.002006 0.001854 0.001701 

HEV 0.002164 0.001890 0.001617 0.001344 0.001242 0.001140 0.001038 0.000936 

PHEV* 0.001180 0.001018 0.000843 0.000689 0.000649 0.000605 0.000560 0.000516 

BEV 0.001031 0.000964 0.000898 0.000832 0.000786 0.000741 0.000696 0.000650 

HFCV 0.001304 0.001209 0.001115 0.001020 0.000953 0.000885 0.000817 0.000750 

High Stringency CAFE Standard 

Vehicle  
Technology 

fuel efficiency (GJ/km) 

2015 2020 2025 2030 2035 2040 2045 2050 

Gasoline 0.003025 0.002511 0.001997 0.001483 0.001361 0.001240 0.001119 0.000997 

Diesel 0.002898 0.002406 0.001913 0.001420 0.001304 0.001188 0.001072 0.000956 

Ethanol* 0.004080 0.003386 0.002693 0.002000 0.001836 0.001672 0.001509 0.001345 

HEV 0.002113 0.001788 0.001464 0.001139 0.001034 0.000929 0.000823 0.000718 

PHEV* 0.001156 0.000971 0.000784 0.000600 0.000553 0.000506 0.000458 0.000411 

BEV 0.001003 0.000909 0.000815 0.000721 0.000675 0.000628 0.000581 0.000534 

HFCV 0.001263 0.001128 0.000993 0.000858 0.000795 0.000731 0.000668 0.000604 
*Ethanol vehicle and PHEV fuel efficiencies are based on assumed fuel splits noted under Table 
A.2.  
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