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�
Experimental Design for Adaptive Management (EDAM)


This Spreadsheet model can help experiment planners to explore how several  stakeholders might  evaluate possible designs for a landscape-scale Before-After-Control-Impact Paired Series (BACIPS) experiment. 





The context for this model: A landscape-scale BACIPS experiment


Imagine that forest managers are considering a number of landscape units that are soon to be harvested. At the moment, most harvesting is carried out using current landscape management practices. However, it has been suggested that a new, experimental landscape management regime is superior to current practice with respect to maintaining healthy forest ecosystems. The managers would like to find out whether this is true. If it is superior, they plan to implement regulations that will require the new landscape management method on some proportion of landscape units to be harvested in the future. The managers hope to pursue an adaptive management strategy of resolving this uncertainty while managing the landscape units for timber extraction. Therefore, they plan to include a landscape-scale experiment in their management plans for some of the units under their control. How should they best design the experiment?


The experiment is intended to test these hypotheses:


H0: Landscapes harvested with the "experimental" management regime are no better than those harvested with current practice, for the chosen  indicator of ecosystem health.


HA: Landscapes harvested with the "experimental" management regime are better than those harvested with current practice, for the chosen indicator of ecosystem health.


We assume that the experiment planners have devised a good indicator for ecosystem "health" and "sustainability".


The stakeholders:


Imagine that the people planning the experiment represent groups with different interests in the experiment and its outcome. Industry will harvest the experimental areas and any other landscapes that are to be affected by management decisions based on the experiment. Government, representing public interests, will bear the expense of collecting and analyzing data during the experiment, and also has an interest in the long-term health of the landscapes under its care. Though their interests differ, the stakeholders have a common goal—clarifying  the consequences of decisions they make now and ensuring that they will not impinge  "unfairly" on either party in the future.





The uncertain future:


This experiment casts a long shadow into the future. At the time of planning, the stakeholders do not know what inference the experiment will produce, whether the inference will be correct or not, or how long it will take to discover a mistake if one is made. Nonetheless, the experiment's results, and management decisions that follow from those results, will have economic implications for both stakeholders. Therefore, it is important that they analyze how decisions they make now will influence these uncertainties. 


The goal of the EDAM model is to help the stakeholders:


*Balance two goals of adaptive management: learning and economic benefit


* Explicitly pin down their ideas and assumptions about the future


* Decide now on aspects of the experiment's design, which influence its chances of producing correct inferences in the future (learning)


* Analyze the economic effects of future management decisions that might be implemented in response to inferences from the experiment


* Decide on collective actions that will distribute uncertain economic consequences "fairly" between them


The BACIPS experiment 


The Before-After-Control-Impact Paired Series (BACIPS) experiment � ADDIN ENRef ��(Stewart-Oaten 1996)� is appropriate for situations like this, where the scale of the trial precludes replication. In the BACIPS design, two landscape units are compared: a "control" and an "experimental" unit. At the start of the experiment, a series of baseline measurements (the "Before" years) establish the normal difference between them. Then, during the "After" years, the control is harvested with current landscape management practice, while the Experimental unit is harvested with the experimental management. In the BACIPS experiment, for the variable(s) of interest, we analyze the DIFFERENCE between the control and experimental landscapes, comparing the "Before" differences with the "After" differences using a t test. 


The sample size for the t test is the number of years of monitoring before and after (or their harmonic mean if they are not equal). Therefore, the measurements within the "Before" and "After" periods should be spaced so as to be reasonably independent. Otherwise, SD will be underestimated, resulting in an overestimate of the standardized effect size and hence of statistical power. The use of difference measures usually will remove a time trend (serial correlation) if the trend affects both the control and experimental landscapes. If necessary, persistent serial correlation in the difference measures can be removed by appropriate manipulations of the time series � ADDIN ENRef ��(Stewart-Oaten, Murdoch et al. 1986; Stewart-Oaten, Bence et al. 1992)�. From the point of view of the EDAM model, the t-test and correction for serial correlation will occur some years in the future, when the experiment is finished. The model assumes that the analysis will be done correctly at the end of the experiment. The details need not concern us in the planning stage, except that we should be aware that uncorrected pilot data for SDA and SDB may underestimate the true quantities. 


A certain number of additional landscape units are included in the management framework. They may be harvested according to current practice during the experimental years. After the experiment comes a "post-experiment" period during which management decisions will depend upon the inference that comes from the experiment. In this case, if HA is supported by the inference, harvesting with the new, experimental management practice will be required in some proportion, perhaps all,  of the landscape units under consideration. If H0 is supported, the conclusion is that the new landscape management is no better than the current practice, and it will not be applied further. 


Outcomes and timelines 


Time 0: Planning. 


At the time of planning, the experimenters do not know what inference will follow from the experiment. However, they can state their expectations about the possible outcomes. First, there are two possible "states of nature", corresponding to the hypotheses under consideration: either H0 is true, or HA is true. Only one of the hypotheses actually is true, but they must plan the experiment without knowing which it will prove to be. Therefore, they assign "probabilities" (PA and P0) to the hypotheses, numbers which represent their confidence in each hypothesis at the time of planning (Table 1, column 1). We can think of these probabilities as the planners' willingness to bet that each hypothesis will turn out to be true eventually.


Second, statistical analysis of the experiment will yield a conclusion or inference, usually expressed in terms of "rejecting" or "retaining" the null hypothesis. This gives four possible outcomes, two of which are incorrect (Table 1, column 2). The probabilities of the incorrect outcomes, or error rates (( and (), quantify how frequently those errors would occur if the experiment were to be repeated many times. They are determined by the experimental design. 


Finally, we can calculate the probability of each of the four possible outcomes by multiplying the probability of the true state of nature by the probability of each inference (Table 1, column 3):


�
Table 1. The outcomes possible from an experiment. The quantity (1-() is known as the power of the experiment. 


True State of Nature �
Inference �
Probability �
�
1. HA true (PA) �
Correct inference: "Reject H0"  (1-()�
PA * (1-()�
�
2. HA true (PA)�
Type II error : "Retain H0" (()�
PA * ( �
�
3. H0 true(P0)�
Type I error: "Reject H0" (()�
P0 * (�
�
4. H0 true (P0)�
Correct inference: "Retain H0" (1-()�
P0 * (1-() �
�
 


Timelines	


Because most economic consequences of the BACIPS experiment will accumulate over time, it is important to lay out clearly all the time periods under consideration. The  timelines in Figure 1 show how each outcome will play itself out, if it occurs. 


 The total time horizon


To bound the problem, the planners must decide on a time horizon. This includes the maximum length of experiment (Tmax) and the number of "Future" years (F) after the experiment during which the planners wish to consider economic consequences of management decisions  that will follow from the experiment. The sum of Tmax and F determines the overall time horizon, TotalTime, which is the same for all designs under consideration. The  choice of F is discussed in more detail in Section 4.2.4.


The Experiments


The planners can designate B years of "before" observations, followed by  A years of "after" observations during which the experimental unit receives experimental  management. The inference occurs at the end of the BACIPS experiment (B+A = T years from now). B and A constitute the sample size for the t test. 


 The Post-Experiment period


 Because management decisions will follow from the results of the experiment, the experimental outcomes have economic consequences that can be estimated for any interested party. Each timeline implies a different combination of costs and benefits, and each will be experienced differently by a particular stakeholder. 


 Error detection. 


Two of the timelines (2 and 3) involve inferences that are wrong. After the experiment, the speed with which these errors will be detected depends upon several parameters of the error detection model. Economic consequences of each error will last as long as the error goes undetected. We assume that, once the error is detected, management will be adjusted to reflect the true state of nature.


The EDAM model assumes that, at the time when the experiment is being planned, no resources are earmarked for further formal studies. Errors of inference  will be detected only through informal observation and information-sharing. 


At the time of planning, estimating the efficiency of future informal error detection requires some assumptions about the psychological processes involved.. In Timeline 2, because the current methods of landscape management are already well-established, the assumption is that the new method will be abandoned in response to the unfavourable inference. Error detection time will be long because the managers involved will not be able to observe the new method. The "future" F represents the years that will likely pass before they say to one another, "Remember that method of landscape management we tried out and rejected back in '98? Lots of new evidence from elsewhere suggests that it was better after all. Our experiment must have been wrong."


For Timeline 3, the (incorrect) inference favouring the experimental treatment requires a more complex model for the psychological process of error detection. Here, managers apply the new (experimental) method to some or all of the  landscapes under their control, after the experiment. How long will it be before they  observe, "That new method was supposed to be better, but our experience demonstrates that it is not"?


Figure 2 shows the U-shaped relationship assumed between this error detection time (E) and enthusiasm for the new landscape management practice. The details are explained in Section 6.3.1"Post-experiment parameters" below. 


This model, though arbitrary, produces intuitively reasonable patterns for error detection. Where management decisions will affect only a few landscape units after the experiment (Ntot = 4), error detection time will be fairly long because informal observation of such a small number of landscapes is unlikely to change people's  beliefs quickly. In this circumstance, error detection can be improved by moderating the management response, dividing the available units as evenly as possible between the old and new methods. In contrast, where many units are available, informal error detection time is reduced about equally over a wide range of intermediate degrees of management enthusiasm because people will find it east to compare several examples of each type of landscape management. 





The Decision Model 


In any given experiment, only one of the outcomes will actually occur. However, from the point of view of a stakeholder who will experience the experiment and (eventually) one outcome, the value of a design at the time of planning must reflect the economic consequences of each outcome, weighted by its probability of occurrence. This is the expected value of the outcome. 


 The "Decision Tree" (Figure 3) shows how a decision analysis compares two monitoring designs (a and b) for the BACIPS experiment. From the point of view of a given stakeholder, the planners can calculate, for each design, the economic value of each timeline. This value, multiplied by its probability of occurrence, becomes the expected value for that timeline. Then, the planners can define a performance measure that reflects their objectives -- some appropriate combination of the expected values of all the outcomes for each design. A typical performance measure might be the sum, across all outcomes, of the expected values for a particular stakeholder. The selected performance measure is calculated for each design under consideration, enabling the stakeholder to rank the designs with respect to the performance measure. On the spreadsheet, we can compare many designs at once. 


The performance measure described above is a simple one that reflects the interests of one party. However, if the experiment planners are concerned about "fairness", they need to consider how the economic consequences of  experimental outcomes might be distributed among stakeholders. In particular, an error of inference that fails to detect a real effect on ecosystem health and non-timber values might be costly for public interests, while an error that results in unnecessary restrictions upon timber harvest would harm industrial interests.


Because of this asymmetry in the costs of errors, the experiment planners might prefer performance measures that take into account, simultaneously, the different points of view of stakeholders involved in the experiment. EDAM initially assumes two stakeholders -- industry and government/public. They might want to choose a design that minimizes any differences between them in the economic consequences they expect -- so no one faces a loss much greater than the other party. "Expected Variance in Value" (ExpVarVal) might be a suitable performance measure because both stakeholders would prefer a design that minimizes it. Or, if their relationship is generally cooperative, so that a gain for one is seen as positive by the other, they might prefer to maximize the average value across all stakeholders. In this case, "Expected Mean Value" (ExpMeanVal) would be a suitable performance measure. 


How to use the BACIPS version of the EDAM model


Starting and quitting


The EDAM model is designed to run on Microsoft EXCEL version 5.0 or 95, operating on Windows 3.1 or 95. It includes routines that run automatically when you start or quit. These routines customize the EXCEL environment, and then return it to normal when you quit. You'll be asked whether you want to save before you quit; note that the default is not to save changes!


Workbook Pages


This EXCEL workbook includes a number of worksheet pages. A map on the title page shows you how those intended for the user are interconnected. You can use the scroll bars to get around on each sheet. There are also some buttons that move you around quickly. (They may not be conveniently placed if your screen is small. )


Some sheets, like the introduction page, display information about the decision model and its context. The model itself is divided among three pages of the workbook:


1. The Parameters/Baseline page contains definitions of the parameters and their values. On this page, you can try out different values for parameters, select a performance measure, generate a report, and compare the performance of various experimental designs. 


2. The Formulas page contains formulas for the economic consequences of each possible outcome of the experiment and its aftermath, for each stakeholder. On this page, you can examine the economic/stakeholder model, and change it if you are comfortable with basic EXCEL operations.


The Decision Model page shows calculations for the decision analysis used to evaluate the various performance measures. On this page, you can define additional performance measures if you are comfortable with basic EXCEL operations.


Investigating EDAM's  behaviour – the Parameter/Baseline page


Getting familiar with the parameters


Click the button at the top of the Introduction page to go to the Parameter/baseline page. Start by familiarizing yourself with the parameters. Listed for each parameter are a current value and a baseline value. The baseline values constitute a default scenario for the model, to which you can return as you are making comparisons. You can change both the current values and the baseline scenario. 


The parameters and variables whose current values are in green boxes can all be changed by clicking the "Change a parameter value" button. This routine will ask you to select a parameter and enter a new current value for it. You can also designate the new current value as a baseline value if you want to put together a new baseline scenario. Clicking on  "Restore all parameters to baseline"  will change all back to your baseline scenario. 


If you are comfortable with basic operations in EXCEL, you can unprotect the sheet (Tools – Protection – Unprotect) and enter values directly into the cells. However, if you do this, you must be careful, and you will lose the advantage of the routine's error checking and formatting to remind you which values have been changed.


The light gray cells and power calculations contain formulas – don't change them unless you are sure of what you're doing! 


The parameters are organized into the four groups listed below. Planners of an adaptive management experiment are most likely to have control over the parameters with blue names in each group. You'll probably find it useful to focus on these variables as you explore different designs. 


Some parameter values, such as the sample variance, cannot be known until after the experiment is analyzed. These inputs will have to be educated guesses. That's okay. EDAM does not actually perform the statistical analysis of the experiment. Instead, it assumes that the statistical analysis itself will be done correctly at time T, so the error rates it uses are valid. Any parameter you feel unsure of can be varied in a sensitivity analysis. 


1. Basic design. The key goal of traditional experimental design is to facilitate learning from the experiment by limiting the expected frequencies, ( and (, of the two errors of inference. In general, there is a tradeoff between the two types of errors. ( is familiar in most statistical tests as the largest probability (P-value) of Type I error tolerated when the null hypothesis is rejected . With ( at its conventional low value of 0.05, Type I error is effectively limited, but setting it low tends to increase (. In fact, ( is completely under the experimenter's control, and one of the interesting aspects of the EDAM model is the freedom to set ( to values other than the conventional  0.05. Mapstone � ADDIN ENRef ��(1995, 1996)� discusses this practice as a tactic for managing both error rates and their associated costs simultaneously. 


You can also increase the power of the experiment by increasing the sample size T (the total length of the experiment), and by keeping the BTratio (the proportion of "Before" observations) as close to 0.5 as possible.


Pzero, the "probability  of the null hypothesis", can be set arbitrarily to 0.5, or to other values to reflect your confidence that H0 will prove to be the true state of nature. Another approach to estimating this quantity involves "expert elicitation", a complex procedure of structured interviews with experts � ADDIN ENRef ��(Morgan and Henrion 1990)�. 


2. Effect size. The standardized effect size for the t test is defined as ((A - (B)/(. In general, the larger the standardized effect size the experimenter would like to detect, the higher is the experiment's power to detect it. Because standardized ES is a fraction, there are two ways to increase it – by increasing the top (e. g., being interested in detecting a large difference in means), or by decreasing the bottom (e.g., by decreasing measurement error). 


In addition, there are several approaches to setting the effect size parameters, depending on how much information you have. If the system under study is sufficiently well-understood, the difference in means (Before vs. After) ideally should reflect a biologically important difference. Also, an estimate for the standard deviation from year to year, corrected as necessary for time dependence (Stewart-Oaten and Bence 1992; Stewart-Oaten 1996),  may be available from pilot studies or related data. 


There are some quirks of the BACIPS design that make the components of standardized effect size hard to picture intuitively. The numbers being analyzed are differences between the control and experimental landscapes, and the t test compares the Before and After differences. The number you use for the sample standard deviation, therefore, includes both error variation and across-time variation, for those differences. The effect size calculations are also adjusted if you indicate a 2-tailed test (Osenberg et al. 1996) 


Often, data related to effect size are not available in any case. In that situation, you can use dummy values to produce one of Cohen's (1988) intuitive effect size levels. Systems that are highly variable or poorly understood typically produce a "small" standardized ES (0.2). A "medium" effect size (0.5) is visible to the naked eye for a person familiar with the system. A "large" effect size (0.8) is obvious to most observers. The baseline values  for MeanA, MeanB, SDA, and SDB produce a medium standardized ES. 


(, the probability of a Type II error, is calculated using Cohen’s (1988, p. 544) approximation. ( (and power) are a function of (, the standardized effect size, and the sample size (in this case, duration of the study). You might find it interesting to vary alpha, T, BTratio, and the standardized ES to get a feeling for  their effects upon power.  


3. Post-experiment parameters. Depending on the situation, the experiment planners  may have control over the some or all of the post-experiment parameters. The number of landscape units affected by management decisions (Ntot) and the post-experiment "future" F are fairly straightforward. The most interesting variable is the "management enthusiasm" measure nNtotRatio, which indicates the number n of the Ntot units that will be managed with the new method, if the null hypothesis is rejected. If it is set low, it indicates skepticism about the experiment's results. If it is set to 1.0, it indicates manager' complete confidence in the experiment's inference; they totally abandon previous methods for landscape management.


EDAM models E as though it were proportional to the standard error (s/(n) of the means that people are observing informally: The effective sample size NEff is the harmonic mean of the numbers of landscapes managed with each method, and E = F /(NEff.


4. Economic parameters. EDAM's economic model is simple, but even a simple model can have a number of problematic parameters. The economic parameters, with the exception of m, the yearly cost of running the experiment, are not likely to be under the experimenters' control, so you will need to provide estimates or assumptions for them. It will be especially important to vary any assumed values in the sensitivity analysis. Additional economic parameters have been designated as  named variables (EconP1 - EconP8). You can define them, set their values, and add them to the model if you want to change it (See "Changing the formulas" below). 


The original baseline values for harvest-related economic variables are derived from Nelson's � ADDIN ENRef ��(1993)� case study comparison of various landscape management regimes for the Tsitika Valley, British Columbia. The original baseline value for Imp (the non-timber value of improvement to ecosystem health) was derived from a survey of contingent valuation estimates for the non-timber marginal value of preserving unmanaged mature forest, summed across the population of British Columbia � ADDIN ENRef ��(van Kooten 1994)�.See Anderson � ADDIN ENRef ��(1998)� for details.


Discount rates and functions are controversial. EDAM assumes the standard utilitarian function � ADDIN ENRef ��(Heal 1997)�. The greater concern with the future assumed for the Government/Public point of view suggests that its discount rate should be less than that of Industry � ADDIN ENRef ��(Walters and Green 1997)�. In most analyses, it will be useful to include a scenario with discount rates set to 0 for comparison. 


EDAM uses a simple method for calculating stumpage – a flat rate based on total conversion return. This approach, of course, does not reflect the real complexities of stumpage calculations in British Columbia. However, because the rules for calculating stumpage are specific to particular situations and can change drastically from year to year, it is probably futile to try to model them in any detail in this future-oriented model. It is therefore a good idea to try a wide range of stumpage rates as part of the sensitivity analysis.


Looking at performance measures


Clicking on the "Results and sensitivity analysis" button takes you to the section of the Parameter/Baseline page where you can see the current values of  all the defined performance measures, with spaces where you can enter the original values of your baseline scenario for comparison.  There are defined simple measures, ExpPublicVal and ExpIndustVal, which express the expected value across all timelines for each of the model's two stakeholders. A third simple measure, Performance9, is available if a third stakeholder is to be added. Two composite measures, ExpMeanVal and ExpVarVal, express, respectively, cooperative or competitive relationships between the two stakeholders (see "The Decision Model" above). 


Many other performance measures could be defined, according to particular goals and situations, using the named variables Performance5 - 8. As an example, Performance5 and Performance6 have been defined to reflect two possible measures that emphasize learning from the experiment rather than economic consequences. Performance5 is a simply the expected proportion of experimental inferences that are correct, i.e., they match the state of nature. Performance6 is calculated by tallying the expected number of years when the real state of nature will be known, across all four timelines. These are just examples, you can define your own performance measures on the Decision Model page (see below).


Finally, it is important to know how a performance measure relates to the "best" experimental design. In most cases, the best design will maximize the measure,  but note that ExpVarVal should be minimized if fairness is a goal.


You may find it interesting to change parameter values and observe how the performance measures respond, and these results can be collected and formatted as a report by  Clicking on the "Generate report of current scenario" button. To preview a printout of the report, you can click on "Print preview" under the "File" menu, then "Print…" to send it to the printer. 


Tradeoffs and sensitivity analysis


Though you can prescribe a baseline scenario to reflect any particular situation, usually you don't have good information about all the parameters, so it's wise to be skeptical about the results you get from any single set of assumptions. Thus, for each parameter you are uncertain about, you can do a sensitivity analysis to address questions such as:  "How will the  performance measure change if the value of the parameter differs from my assumed value?" or "Will the recommended experimental design change if the value of the parameter differs from my assumed value?" Sensitivity analysis helps to identify those parameters for which you really need good estimates. 


To identify tradeoffs in the design choices, you can do a sensitivity analysis on two parameters simultaneously. Just below the Results section of the Parameter/Baseline page, select a performance measure and two parameters in the dropdown menus. You will probably find it most efficient to begin by  examining design parameters over which the experimenters have control, for example alpha and T. When you click the "Create table and graphs" button, EXCEL will produce a data table,  line graphs, and contour graph of the performance measure as a function of these two parameters, as each varies +/- 80% from its current value. Click the "See table" and "See graphs" buttons to get to those areas quickly. 


Before generating the table, you may want to set the current values of the selected parameters into a medium range, so the variation up and down will cover a useful set of values. For example, if you set alpha to 0.25, you will see a graph of performance for values of alpha from 0.05 to 0.45.


Identifying the best design


Click on the "Find an optimum design" button, located just above the 2-way data table. You will see dropdown menus for selecting a performance measure, 4 design parameters (you have to choose 4), and the choice of whether to maximize or minimize the performance measure. After you have made these choices, type in the smallest and largest values for each parameter, along with the number of intermediate values you would like to consider. Begin with a small number of intermediate values (2 or 3) for each, because the routine calculates the performance measure for all possible combinations of the parameter values you specify. It will take a long time if you ask for too many values! (If you have looked at contour graphs for the parameters 2 at a time, you will have an idea whether there are major discontinuities or local maxima or minima that might require fine resolution. Usually, more intermediate values are not needed.) 


Now, click on the "Check inputs" button to initialize the parameter values. Check whether you are happy with the range of test values displayed.  Finally, click the "Find optimum" button. Depending on your computer, the routine may take a few minutes. Parameter values and power for the optimum design will appear in the "Results" section just below the list of parameters. Once you have clicked the "Check inputs" button, you do not need to do so again unless you change a parameter or one of its values. However, you should click it when you start the model, to initialize the parameter values for the "Find optimum" routine. 


One other note -- the routine for finding an optimum design sets the parameter values back to baseline when it is done. 


If you are familiar with the EXCEL's optimizing function Solver, you can use it to look for the optimum design, too. However, be aware that Solver is very sensitive to initial conditions, so you will need to try several combinations of parameter values as inputs to be sure you have found the best design. Also, Solver will leave the parameters set on the last trial value it used, so you will need to restore them afterward. 


Investigating the economic model -- Formula Page 


Access the formulas page via labeled buttons on the Parameters or Decision Model page, or click on the tab at the bottom of the page.


Basic assumptions of the economic model


1. The "government/public" stakeholder represents broad public interest and concern with long-term ecosystem sustainability. 


2. The "industry" stakeholder is mainly concerned with immediate economic value of timber extraction.


3. Because this a management experiment, industry will  harvest the experimental watershed.


4. A government agency will be responsible for the detailed monitoring and analysis of the experiment.


5. Informal information-sharing will occur in the post-experiment period, resulting (we hope!) in error detection.


6. Each value is calculated as a net present value, using the stakeholder's discount rate.





The economic model used here is extremely simple, for demonstration purposes. If you are familiar with EXCEL, you can change the formulas to reflect other economic assumptions. In addition, you can add economic consequences for a third stakeholder.


First block: Setting out the  economic consequences


The first, large block shows the  components of the costs and benefits to be experienced by each stakeholder. The current value reflects parameter values current on the Parameters page. Benefits are added, costs are subtracted in each formula. Benefits and costs that are time-dependent are multiplied by the number of years over which they will be experienced; those that are area-dependent are multiplied by the relevant area, applying the discount rate appropriate for the stakeholder. 


Total value functions for each stakeholder


The other blocks show how the component economic consequences are summed to indicate the total value that will be experienced by the stakeholder, under each timeline.  These functions can take on both positive and negative values, with positive values representing  beneficial outcomes, and negative values representing net costs. 


Changing the formulas, adding another stakeholder.


Each formula in column C uses a function Avgnpv1(rate, value, first, last) to return the net present value given the discount rate, the value to be discounted, and the first and last time periods to which it applies. 


As an example, the formula for MonE, the cost of monitoring the BACIPS experiment, is 


"=(SizeEx + SizeCtrl) * AvgNPV1(PublicDisc,-m,1,Tadj+F)" 


The  monitoring cost, m, applies across all the hectares of the experimental and control landscapes.  Discounting is at the Public discount rate, applied to m from year 1 to Tadj. m is negative because it is a cost.


If you have some familiarity with EXCEL, you can  unprotect the sheet  (Tools menu, Protection, Unprotect) and change the formulas in column C. You can just type the new formula into the formula bar, but this procedure is error-prone. Instead, EDAM has a routine that will generate the formula, correctly formatted, from data entered in columns D - H. This  makes it easier to see how the bookkeeping works at a glance. To use the routine, first, you enter numbers or parameter names for each of these quantities in columns D - H. Make sure parameter names are spelled correctly; otherwise, EXCEL will print "NAME!" and "#####" in various cells to indicate that it does not recognize a variable name as it was entered. Then  select the adjacent cell in column C and click  the "Create formula" button. The formula will be formatted and  stored in the selected cell in column C. Where several components are summed, the sum is updated automatically in bold face across from the component's name. Note the use of "Tadj" rather than T in the formulas. This prevents T from taking on a value larger than Tmax. 


You can also change the function that calculates NPV. The default, AvgNPV1, is a quick-running approximation from Walters and Green (1997). If you want to substitute the slower exact function, click the "Choose NPV function" button to choose the other function. Then, select each formula cell (in column C) and click "Create formula" for each, to insert the new NPV function in the formulas.


The routine asks whether you want to protect the sheet again after creating each formula. If you're making several changes, leave it unprotected until you are finished. Then, it is wise to protect the sheet again to avoid inadvertent changes.


The Formulas page has space to define a new stakeholder, using the named variables "ExtraE1-4" and "Extra1-4" to store the formulas expressing economic consequences for the experiment and post-experiment periods for each timeline.


The discounted economic values are used in formulas on the DecisionModel page, in the decision model.  If necessary, those formulas could also be changed -- they are simply the  sums in the columns "Industry Value" and "Public Value". 


Expected values and performance measures-- Decision Model page


 Access the decision model via labeled buttons on the Parameters or Formula pages, or click on the tab at the bottom of the page. Here, you see how the expected value for each timeline is calculated from its value (from the Formulas page) and its probability (determined from Pzero, alpha, and beta on the Parameter/Baseline page). The expected values are combined to produce four pre-determined performance measures.  


Simple performance measures


For each timeline, the overall probability of the timeline is in the first column.  That is the product of the probability of the hypothesis and the probability of each inference.  The next columns contain the value formulas given on the "Formulas" page. There is room for an additional stakeholder's value formulas to be added, if you have defined the variables on the "Formulas" page. It will be stored as the named variable Performance9.


Composite performance measures


Each composite measure is a function of the individual value measures. The examples on the Decision Model page are the mean and variance of the Industry and Government/public values. If you are familiar enough with EXCEL to add your own formulas, you can devise additional performance measures on this page, to  reflect appropriate weightings and relationships among the individual values. They are already named  (Performance5- 8) and are linked to the Results section on the Parameters/Baseline page. Be sure that each value is multiplied by its probability, and include the appropriate number of  values in the mean and variance formulas. You will be able to look at their behaviour back on the parameter page. 


EDAM as a springboard for critical imagination


The greatest value of most modeling exercises is not the answers they give, but rather the critical questions they provoke. EDAM is intended to serve this purpose. It is not “statistical software”, though it contains a model of a statistical test. Instead, it is a (very simple) model of how scientists and managers might design and respond to an experiment and its inferences. It provides an evaluation of different experimental designs from different points of view, but its recommendations should prompt a series of questions along the lines of: 


“What if this aspect of the model were different?”


“How important is this assumption to the recommendation?” 


“What do we sacrifice when aspects of the design are constrained by practical considerations?”


Behind the user interface is an elementary spreadsheet model of scientific and management behaviour. Its skeleton could be easily be copied and adapted to other situations by a user with modest experience with EXCEL.�
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�
Figure 1. Timelines for the four experimental outcomes.
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�
Figure 2. Example of error detection time as a function of number of landscape units available and enthusiasm of management response to the experimental outcome.
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�
Figure 3. Decision tree.





� EMBED PowerPoint.Slide.7  ���


 


EDAM		


BACIPS version











